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Abstract—Spatially coupled low-density parity-check (SC-LDPC) codes are sparse graph codes that have recently become of interest due to their capacity-approaching performance on memoryless binary input channels. Moreover, protograph SC-LDPC codes have been shown to be asymptotically good under certain conditions. SC-LDPC codes are amenable to a windowed decoder that allows decoding of blocks of bits to be done serially, making them good candidates for applications such as streaming. Depending on how they are constructed, however, the codes may still be prone to error floors. One key element in protograph SC-LDPC code design is the edge-spreading method used to couple copies of the base protograph in the construction of the SC-protograph. In this paper, we present an edge-spreading algorithm that is designed to remove trapping sets from the resulting SC-protograph that are harmful with respect to the windowed decoder, and we examine how to determine which trapping sets should be removed in the construction.

I. INTRODUCTION

In recent years, it was shown that spatially coupling several copies of a Tanner graph of an LDPC code improved their density evolution (DE) thresholds and brought them closer to channel capacity [1]. This phenomena, called threshold saturation, allows the SC-LDPC code to have the best threshold possible, i.e. the threshold under belief propagation (BP) using DE techniques approaches the maximum a posteriori (MAP) threshold. Further, it was shown that the threshold approaches capacity as the degree of the nodes in the graph, the spatial coupling length, and the memory or width of the coupling increase. While these results are all asymptotic, it is desirable for practical applications to design finite length SC-LDPC codes that have better performance both in the waterfall and in the error floor regions compared to standard LDPC codes of comparable code rates, block lengths, and node degrees.

Although there are several construction methods for SC-LDPC codes, one common method that is practical for implementation is based on protographs. First, a Tanner graph is chosen as a base protograph that is then replicated and coupled to form the SC-protograph. There are many ways to couple the edges from one copy to the other copies. This process of coupling is generally termed edge-spreading. The SC-LDPC code is then defined by a lift of the resulting SC-protograph.

The design of the SC-protograph is critical in terms of obtaining SC-LDPC codes with good thresholds and good error floor. While the threshold behavior is controlled mainly by the coupling width, coupling length, and the degree of the nodes in the SC-protograph, the error floor behavior is determined by the trapping sets in the SC-LDPC Tanner graph. The presence of trapping sets in the SC-LDPC graph is influenced by the trapping sets in the SC-protograph and the permutations used in lifting the edges of the SC-protograph (Note that a lift may maintain or improve the trapping set distribution, but will not make it worse). In contrast to other papers that optimize trapping sets for general protograph LDPC codes, we focus specifically on optimizing the trapping sets in the graph with respect to the windowed decoder [2] for SC-LDPC codes. We present an algorithm to remove harmful trapping sets during the edge-spreading step of the SC-LDPC construction in order to improve the resulting trapping set structure in the SC-protograph (with respect to the windowed decoder). We also show how trapping sets of a Tanner graph form a partially ordered set (poset) and explain how the poset can be used to identify which trapping sets should be prioritized for removal in the edge-spreading algorithm so that the most harmful are eliminated. While we focus mainly on trapping sets in this paper, the algorithm presented here may be adapted to absorbing sets and/or stopping sets as well. Indeed, several works address optimizing SC-LDPC codes with respect to absorbing sets [3], [4]; we note that many of these focus on array-based SC-LDPC codes.

This paper is organized as follows. In Section II, we provide some notation and background on SC-LDPC codes. In Section III, we present an edge-spreading algorithm that removes trapping sets according to some priority list. In Section IV, we explain how the poset structure of trapping sets may be used to prioritize the trapping sets to remove in the edge-spreading algorithm, and demonstrate with an example. We review two standard variations of the windowed decoder for SC-LDPC codes in Section V and discuss the relationship between trapping sets with respect to the windowed versus standard decoding. Section VI concludes the paper.

II. PRELIMINARIES

In a protograph SC-LDPC construction, L copies of an LDPC Tanner graph, such as the one shown in Figure 1, are coupled to yield an SC-protograph. The coupling process may be thought of as first placing a copy of the base graph at
positions $0, \ldots, L-1$, and then “edge-spreading” the edges in a special way to connect the variables nodes at position $i$ to check nodes in copies $i, \ldots, w+i$ so that the degrees of the variable nodes in the base graph are preserved. The number $L$ of positions is referred to as the coupling length, and the number $w$ of future copies of the base graph that a variable node may spread to is called the coupling width. Terminating check nodes are introduced at the end of the SC-protograph as necessary to terminate the SC-protograph. An example of an SC-protograph obtained by coupling the LDPC Tanner graph in Figure 1 is given in Figure 2.

Edge-spreading is typically done in one of the following ways [1]: (1) For each variable node $v$ in position $i \in \{0, \ldots, L-1\}$, if $v$ has $j$ neighbors $c_1, \ldots, c_j$ in the base Tanner graph, randomly choose for each $\ell = 1, \ldots, j$, a copy of $c_\ell$ from the positions $i, \ldots, w+i$. (2) if each variable node in position $i \in \{0, \ldots, L-1\}$ has $j$ neighbors in the base Tanner graph, randomly choose $j$ of the positions $i, \ldots, w+i$ to spread edges to, then, for each of the $j$ neighbors $c_1, \ldots, c_j$ of a variable node $v$, randomly choose a check neighbor from the copies of $c_\ell (\ell = 1, \ldots, j)$ such that $v$ has exactly one neighbor in each of the chosen $j$ positions, and exactly one of each check node neighbor type. We will assume that the mapping given at Position 0 will be applied at all further positions. Indeed, doing so allows the resulting SC-LDPC code to be a terminated LDPC convolutional code if the permutations applied to lift the resulting SC-protograph are cyclic permutations [5], [6]. Terminated SC-LDPC convolutional codes are desirable for practical applications [3], [4], [5].

Without loss of generality, the coupling may be considered to be from left to right (from the variable node perspective), as suggested in the edge-spreading descriptions above. As a result of this structure, SC-LDPC codes are amenable to a windowed BP decoding process, where the BP decoding is performed on a window of variable nodes and check nodes and once these nodes are processed for some number of iterations, the window slides to the right and the nodes in the new window are processed. More detail is given in Section V.

### A. Trapping Sets

Decoder failure of BP and other message passing decoders have been shown to be characterized by combinatorial structures in the graph, such as stopping sets, pseudocodewords, trapping sets, and absorbing sets. For many practical channels, the error floor behavior is dominated by the harmful (with respect to the decoder) trapping sets in the graph [7]. We now introduce relevant notation and terminology.

Following the notation of [8], suppose that the codeword $x$ is transmitted, and $\hat{x}$ is received. Let $\hat{x}^l$ be the output after $l$ iterations of the decoder run on the Tanner graph $G$.

**Definition II.1.** A node $\hat{x}$, is said to be eventually correct if there exists $l \in \mathbb{N}$ such that $\hat{x}^l = x$, for all $l \geq L$.

**Definition II.2.** Let $\Xi(\hat{x})$ denote the set of variable nodes that are not eventually correct for a received word $\hat{x}$, and let $G[\Xi]$ denote the subgraph induced by $\Xi(\hat{x})$ and its neighbors in the graph $G$. If $G[\Xi]$ has a variable nodes and $b$ odd-degree check nodes, $\Xi(\hat{x})$ is said to be an $(a,b)$-trapping set. In this case, the set of variable nodes in error in the received word $\hat{x}$ is called an inducing set for $\Xi(\hat{x})$.

**Definition II.3.** The critical number of a trapping set $\Xi$ is the minimal number of variable nodes in an inducing set of $\Xi$.

It should be noted that while the term “trapping set” refers to a set of variable nodes $\Xi$, the subgraph $G[\Xi]$ has a significant effect on the harmfulness of the trapping set during decoding. We will refer to $G[\Xi]$ as a trapping set subgraph.

In [9], the authors present a trapping set ontology that gives a systematic way to determine which trapping sets are most relevant in characterizing decoder failure over the BSC. The authors assume Gallager A decoding, and use examples with column weight 3, but their work may be extended to other families. Figure 3 shows trapping set subgraphs under these assumptions. However, simulation results suggest that decoding failures on various channels with various decoders are topologically related, and that looking at trapping sets for the Gallager A/B algorithm on the BSC will give a good indication of how codes will perform with BP decoders [8].

In [10], the authors introduce the notion of spread to capture the harmfulness of elementary trapping sets, which are trapping sets whose check neighbors have degree one or two only. The idea of spread is that variable nodes connected to more degree-two than degree-one check nodes in the trapping set tend to propagate errors more.
Definition II.4. Let $\sigma_i(v)$ denote the number of check nodes incident to $v$ that have $i$ connections to trapping set $\mathcal{I}$. The spread of a trapping set $\mathcal{I}$ is the number of variable nodes $v \not\in \mathcal{I}$ for which $\sigma_2(v) > \sigma_1(v)$, with $\sigma_2(v) > 0$.

III. AVOIDING TRAPPING SETS VIA EDGE-SPREADING

In this section we present an algorithm for edge-spreading that is designed to eliminate certain trapping set subgraphs in the resulting SC-protograph that are problematic with respect to the windowed decoder. We assume our base Tanner graph to be the Tanner graph of a block code, with no multi-edges and a reasonable block length. The algorithm assumes that a priority list of trapping sets to remove is provided at the start. Methods such as that presented in [11] may be used to identify trapping sets in the base graph. This list contains trapping sets from the base graph listed individually; that is, if two sets of variable nodes induce trapping set subgraphs that are isomorphic (and therefore, also of the same type), each will be listed in the priority list $P$ as separate entries. In Section IV we describe how this list may be obtained using the trapping set poset structure; the list may also be obtained using methods from the trapping set ontology [9]. We adopt some terminology from the algorithm in [12] that is used to rank the trapping sets to be removed. In [12], ranking method was employed in [8] and [12].

Lemma III.1. The trapping sets in the set $S$ at the termination of Algorithm I do not occur within a single position in the resulting SC-protograph. That is, if $\mathcal{I} \in S$, then copies of the variable nodes in $\mathcal{I}$ do not induce a subgraph isomorphic to $G[\mathcal{I}]$ in any single position of the SC-protograph.

Proof. Suppose that, after running Algorithm I, the trapping set $\mathcal{I} = \{v_1, \ldots, v_k\} \in S$. Let $v_{ji}$ denote the copy in Position $j$ of the SC-protograph of variable node $v_i$ in the base graph. Because $\mathcal{I} \in S$, there exists some check node $c$ in $G[\mathcal{I}]$ which had at least one incident edge spread, and at least one incident edge frozen in Position 0. Thus, for all $j \in \{0, \ldots, L-1\}$, the subgraph of the SC-protograph induced by the variable nodes $\{v_{ji}, \ldots, v_{j, \rho}\}$ contains at least two copies of check node $c$. Furthermore, this subgraph contains at least one copy of all other check nodes in $G[\mathcal{I}]$. In particular, the subgraph induced by $\{v_{ji}, \ldots, v_{j, \rho}\}$ has strictly more check nodes than $G[\mathcal{I}]$, so the subgraphs cannot be isomorphic.

Remark III.2. Depending on the number of trapping sets in $P$ it is possible that not all trapping sets in the priority list will end up in $S$; however, by ranking them in order of harmfulness (see Section IV), the most significant trapping sets will.

IV. RANKING TRAPPING SETS

Algorithm I in Section III relies on a priority list that ranks the trapping sets to be removed in the base Tanner graph. Recall that Algorithm I cannot be iterated infinitely, as eventually the set $\text{FrozenEdges}$ will dominate the base graph. It is therefore important to construct the priority list judiciously. A ranking of the relative harmfulness of these trapping sets should take into account critical number and the number of small inducing sets, as well as the topological relations between trapping sets ([9], [8]). Thus, one option is to order all of the trapping sets of the base graph $G$ by critical number. We note that, when possible, ties may be broken by the number of inducing sets of size equal to the critical number. That is, if $\mathcal{I}_1$ and $\mathcal{I}_2$ both have critical number $m(\mathcal{I})$, but $\mathcal{I}_1$ has more inducing sets of size $m(\mathcal{I})$ than $\mathcal{I}_2$, $\mathcal{I}_1$ may be deemed more harmful than $\mathcal{I}_2$. Constructing the priority list in this way forces Algorithm I to prioritize eliminating trapping sets from most harmful to least harmful. Such a ranking method was employed in [8] and [12].
A. Trapping Set Poset

A ranking based solely on critical number does not take the topological relations between trapping sets into account. A trapping set $T_1$ is a parent of the trapping set $T_2$ if $G[T_1]$ is a subgraph of $G[T_2]$. In this case, $T_2$ is a child of $T_1$, and in general $T_2$ is more harmful than $T_1$ [9]. Under the parent/child relationship, where $T_1 \leq T_2$ if and only if $T_1$ is a child of $T_2$, the set of trapping sets in a graph $G$ forms a partially ordered set, or poset. Let $P(G)$ denote this poset.

Note that if a priority list arranged solely by critical number is used in Algorithm I, then edges of several child trapping set subgraphs of a parent trapping set may be frozen before arriving at that parent in the list. Doing so will freeze more edges early on, inhibiting progress through the list. Since avoiding a parent subgraph avoids its children, more trapping sets may be removed by simply reordering them. We now make this method precise.

Observe that eliminating a trapping set subgraph $G[T_i]$ in $G$ eliminates the down-set generated by $T_i$,

$$D[T_i] = \{ \mathbf{z} \mid \mathbf{z} \leq T_i \},$$

in $P(G)$. Following the notation of [13], we denote the poset of down-sets of $P(G)$ by $J(P(G))$. Note that $J(P(G))$ is a graded lattice, where the rank of an element of $J(P(G))$ is given by the size of the corresponding down-set in $P(G)$. If we wish to eliminate a set $S$ of trapping sets in $G$ deemed the most harmful, there is a unique minimal join of the downsets of the elements of $S$, given by $D(S)$. Eliminating the maximal elements of this join down-set will eliminate the entire down-set, as will eliminating maximal elements of any down-set containing this join. Thus, we can label the elements of $J(P(G))$ according to how many maximal elements they contain (notice this is not necessarily order-preserving). To determine which parents to remove in order to remove a set $S$ of trapping sets from $G$, we will look for the maximal element with minimal label in the up-set of $D[S]$, denoted $U(D[S])$, where $D[S]$ is an element of $J(P(G))$.

Consider the poset of trapping sets in Figure 4. Ordering by critical number gives the priority list $\{I_8, I_9, I_{10}, I_4, I_5, I_6, I_7, I_1, I_2, I_3\}$. However, if we are especially concerned with eliminating trapping sets with critical number 3 or smaller, it would be more efficient if we simply eliminated $I_3$ followed by $I_6$, or, even better, just $I_2$ (notice that all trapping sets of critical number at most 3 are contained in both $D[I_5, I_6]$ and $D[I_2]$). Similarly, to eliminate trapping sets with critical number at most 4, we could prioritize eliminating $I_1$ and then $I_2$ (since all trapping sets of critical number at most 4 are contained in $D[I_1, I_2]$).

Summarily, priority lists may be formed in many ways including by: (a) critical number, (b) spread, (c) taking the maximal elements in the poset, or (d) taking the maximal elements of a down-set containing the join of the down-sets.

B. Simulation results

Figure 5 shows the performance of SC-LDPC codes of block length 32000 bits and code rate 0.45 on the binary symmetric channel with Gallager A decoding. A base protograph with 8 check and 16 variable nodes was coupled $L = 20$ times using different edge spreading algorithms. Random 1 and 2 were random edge spreading methods, whereas Algorithm I 1 and 2 were based on the proposed algorithm with priority lists ordered by eliminating parents first and then remaining trapping sets by critical number, and purely by critical number, respectively. The protographs were each lifted by a lifting factor $m = 100$ to yield SC-LDPC codes. The permutations for lifting the SC-protograph were chosen from the group of shifted identity matrices and were chosen randomly without any optimization. The figure shows Algorithm I significantly outperforming the other edge-spreading methods with more than two orders of improvement in the error floor region.

V. Windowed Decoder

Instead of decoding on the entire graph, Papaleo et al. and Iyengar et al. [2], [14] showed that the structure of SC-LDPC codes could be exploited to allow a windowed decoder, which could be viewed as moving along the graph from left to right. Recall that each position of variable nodes (resp., check nodes) in the SC-protograph contains the full set of variable nodes (resp., check nodes) in the base Tanner graph. There are two standard variations: either the window is defined to be $W$ consecutive positions of variable nodes and all of their adjacent check nodes ([14]), which we will call a ‘$W1$ window’, or is $W$ consecutive positions of check nodes and all of their adjacent variable nodes ([2], [15]), which we will call a ‘$W2$ window’.

In this paper, as in [2] and [15], we will assume that the window length $W$ satisfies $w + 1 \leq W \leq L + w$. Recall that the SC-protograph is ultimately lifted to construct the SC-LDPC graph of the appropriate block length. Thus, the windowed
decoder will actually operate on the SC-LDPC graph and not on the SC-protograph. To say that the window contains variable nodes in certain positions of the SC-protograph means that it will contain the clouds of variable nodes located in those positions. Each decoding instance runs for a fixed number of iterations, seeking to decode the first position of variable nodes within the window that has not yet been decoded; the variable nodes in this position are called the targeted symbols [14], [15]. The set of edges contained in a window at a given decoding instance is the window configuration of the windowed decoder. Note that in windowed decoding, there will be variable node positions which have already been decoded for intermediate positions of the window frame. In particular, after the first \( w_t \) iterations of a windowed decoder (assuming \( t \) iterations before each set of targeted symbols is released after the window slides), there will be \( w \) positions of already-decoded symbols preceding the current set of targeted symbols. These give an added degree of reliability to early check nodes within the window.

Whether the ‘\( W_1 \)’ or ‘\( W_2 \)’ window is used will change the window configuration, and hence the trapping sets to be considered within a window. Because trapping set subgraphs are induced by variable nodes, trapping set subgraphs in a ‘\( W_1 \)’ window coincide with those in the entire SC-LDPC graph.

**Lemma V.1.** If a subset \( \mathcal{Z} \) of variable nodes within a ‘\( W_1 \)’ window is a trapping set with respect to the windowed decoder, then \( \mathcal{Z} \) is a trapping set of the same type with respect to the standard decoder on the SC-LDPC graph.

Recall that a set \( X \) of variable nodes is an inducing set for a trapping set \( \mathcal{Z} \) if when each node in \( X \) is in error from the channel, the variable nodes in \( \mathcal{Z} \) are not eventually correct after any number of iterations. We now note that although trapping sets within a ‘\( W_1 \)’ window are trapping sets in the SC-LDPC graph, the inducing sets may not coincide.

**Lemma V.2.** If \( X \) is an inducing set of a trapping set \( \mathcal{Z} \) in the SC-LDPC graph with respect to the standard decoder, then \( X \) may not be an inducing set of \( \mathcal{Z} \) with respect to the ‘\( W_1 \)’ windowed decoder.

The relationship between trapping sets in a ‘\( W_2 \)’ window and in the SC-LDPC graph is given next.

**Lemma V.3.** If a subset \( \mathcal{Z} \) of variable nodes within a ‘\( W_2 \)’ window has all of its neighbors in the window and is a trapping set with respect to the windowed decoder, then \( \mathcal{Z} \) is a trapping set of the same type with respect to the standard decoder on the SC-LDPC graph.

Due to the constraints on window size, Lemma V.3 implies that any trapping set with respect to the ‘\( W_2 \)’ windowed decoder contained entirely in the targeted symbols of a ‘\( W_2 \)’ window is also a trapping set in the SC-LDPC graph with standard decoding.

We conclude by noting the effect of windowed decoding on the spread of (elementary) trapping sets. We define the effective spread of a trapping set \( \mathcal{Z} \) contained entirely in a window of the windowed decoder to be the subset of the spread of \( \mathcal{Z} \) in the SC-LDPC graph that is contained in the window. In a ‘\( W_1 \)’ window, the effective spread may be a proper subset of the spread, while in the ‘\( W_2 \)’ window, the spread and effective spread will be equal.

**VI. Conclusion and Future Directions**

We presented an algorithm that eliminates harmful trapping sets based on a predetermined priority list in the design of SC-protographs for SC-LDPC codes. The algorithm specifically targets the trapping sets with respect to the windowed decoder by avoiding them in sets of targeted variable nodes in the window. We showed how the poset structure for trapping sets may be used to construct the priority list. The methods presented in this paper may be combined with other methods that remove trapping sets at the lifting stage to yield stronger codes. More thorough simulations of SC-LDPC codes constructed using this algorithm with different priority lists and optimization at the lifting stage will appear in a forthcoming paper.
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