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1 Injective modules over Noetherian rings

Throughout these notes, unless otherwise stated, all rings are commutative with an identity.
Similarly, unless less otherwise stated, by an R-algebra we mean a commutative ring S equipped
with a ring homomorphism R→ S, giving a natural R-module structure on S.

Let R be a ring. Recall that an R-module E is injective if the functor HomR(−, E) is exact.

Remark 1.1. Let R be a ring. The following facts were proved in Math 915 except for (b) and
(i). (See section 4.2 of Grifo’s notes and the homework.)

(a) (Baer’s Criterion) An R-module E is injective if and only if for every ideal I of R the map
i∗ : HomR(R,E)→ HomR(I, E) is surjective, where i : I → R is the inclusion map.

(b) An R-module E is injective if and only if Ext1R(R/I,E) = 0 for all ideals I of R.

(c) (Change of rings) If E is an injective R-module and S an R-algebra then HomR(S,E) is an
injective S-module.

(d) Every R-module can be embedded in an injective module.

(e) An R-module E is injective if and only if every short exact sequence of R-modules of the
form 0→ E →M → N → 0 splits.

(f) Direct summands of injective modules are injective.

(g) Arbitrary products of injective modules are injective. (Thus, finite direct sums of injectives
are injective.)

(h) If R is Noetherian then arbitrary direct sums of injectives are injective. (Note: The converse
is also true.)

(i) If R is a domain then any torsion-free divisible module is injective.

Proof of (b): Let I be an ideal of R and consider the s.e.s 0 → I → R → R/I → 0. Applying
HomR(−, E) we obtain the exact sequence

HomR(R,E)
i∗−→ HomR(I, R)→ Ext1R(R/I,E)→ 0.

This is a portion of the corresponding long exact sequence on Ext. Note we have a zero on the
right since Ext1R(R,E) = 0 (since R is projective). From this exact sequence, we see that i∗ is
surjective if and only Ext1R(R/I) = 0. The result then follows by applying Baer’s criterion.

Proof of (i): Let M be a torsion-free divisible R-module. Let I be an ideal of R and f : I →M
a homomorphism. We need to find a homomorphism f̃ : R → M such that f̃(i) = f(i) for
all i ∈ I. This is trivial if I = 0 so assume I ̸= 0. Let x ∈ I, x ̸= 0. As M is divisible,
there exists an element u ∈ M such that xu = f(x). Now let i ∈ I be arbitrary. Then
xf(i) = f(xi) = if(x) = ixu. As M is torsion-free and x ̸= 0, we obtain f(i) = iu for all i ∈ I.
Now define f̃ : R → M by f̃(r) = ru for all r ∈ R. It is clear that f̃ extends f . Hence, M is
injective by Baer’s criterion.

Definition 1.2. A containment of R modules L ⊆ M is called an essential extension if every
nonzero submodule of M has nonzero intersection with L; equivalently, for all nonzero elements
x of M , Rx ∩ L ̸= 0. The extension is called proper if L ̸=M .



Example 1.3. Let R be a domain and Q its field of fractions. Then R ⊆ Q is an essential
extension.

Remark 1.4. Let L ⊆ M ⊆ N be R-modules. Then L ⊆ N is essential if and only if L ⊆ M
and M ⊆ N are essential.

Proposition 1.5. Let R be a ring and E an R-module. Then E is injective if and only if there
does not exist a proper essential extension of E.

Proof. Suppose E is injective and E ⊆ M is an essential extension. By Remark 1.1(e), the
short exact sequence 0 → E → M → M/E → 0 splits, so M ∼= E ⊕M/E. If M/E ̸= 0 then
M/E ∩ E ̸= 0 since E ⊆ M is essential. (Here we are identifying M/E with a submodule of
M .) But this is a contradiction, since M is the direct sum of E and M/E. Thus, M/E = 0 and
M = E.

Conversely, suppose there does not exist a proper essential extension of E. By Remark
1.1(d), E can be embedded in an injective module I. Consider the following set of submodules
of I:

Λ := {K ⊆ I | K ∩ E = 0}.
This set is nonempty (as it contains the zero module) and partially ordered by inclusion. It is
easily seen that Zorn’s Lemma applies here, so let L be a maximal element in Λ. Consider the
map f : E → I/L given by f(e) = e + L. Then f is injective since E ∩ L = 0. Identifying E
with its image (E + L)/L in I/L, we have by the maximality of L that E ⊆ I/L is essential.
(If not, there would be a nonzero submodule N/L of I/L which intersects E trivially. But this
means L ⊊ N and N ∩ E = 0, a contradiction.) By assumption, E = I/L; in other words, the
map f : E → I/L is an isomorphism. Hence, I = E + L and E ∩ L = 0. Thus, I = E ⊕ L.
Since I is injective, so is E.

Theorem 1.6. Let R be a ring and M ⊆ E an extension of R-modules. The following are
equivalent:

(a) E is a maximal essential extension of M ;

(b) E is a minimal injective module containing M ;

(c) E is injective and essential over M .

Moreover, for each R-module M there exists an E satisfying the equivalent conditions (a), (b),
and (c). Further, any two such modules are isomorphic via an isomorphism fixing M .

Proof. (a) =⇒ (c) : It suffices to prove that E is injective. Let E ⊆ L be an essential extension
of R-modules. Then M ⊆ L is also essential. Since E is a maximal essential extension of M , we
must have E = L. Thus, E has no proper essential extension, so E is injective by Proposition
1.5.

(c) =⇒ (b) : Suppose E ′ is an injective module contained in E and containing M . Since E
is essential overM , E is essential over E ′ as well. But as E ′ is injective, it has no proper essential
extension by Proposition 1.5. Thus, E ′ = E and we have proved E is a minimal injective module
containing M .

(b) =⇒ (a) : Consider the set of submodules

Λ := {L |M ⊆ L ⊆ E with M ⊆ L essential}.



Then Λ ̸= ∅ as M ∈ Λ and is partially ordered by inclusion. It is easily seen that Zorn’s lemma
applies, so let L be a maximal element of Λ.

Claim: L is an injective R-module.
Proof of Claim: By Proposition 1.5, it suffices to show that L has no proper essential

extension. So assume L ⊆ K is an essential extension of R-modules. Since E is injective,
there exists a homomorphism ϕ : K → E such that ϕ fixes L. We claim that ϕ is injective. If
kerϕ ̸= 0 then kerϕ ∩ L ̸= 0 since K is essential over L. So let x ∈ kerϕ ∩ L\ with x ̸= 0.
Then 0 = ϕ(x) = x since ϕ fixes L, a contradiction. Thus, ϕ is injective. Now consider the
extensions M ⊆ L ⊆ ϕ(K) ⊆ E. As L ⊆ K is essential, so is L ⊆ ϕ(K). (Let ϕ(k) ̸= 0 for
some k ∈ K. Then certainly k ̸= 0, so there exists r ∈ R such that rk ∈ L with rk ̸= 0. Hence
rϕ(k) = ϕ(rk) = rk ̸= 0, as ϕ fixes L.) And since M ⊆ L is essential, we have M ⊆ ϕ(K) is
essential. By maximality of L in Λ, we conclude that L = ϕ(K). As ϕ is injective and fixes
L, we obtain L = ϕ−1(L) = ϕ−1(ϕ(K)) = K. Thus, we have proved L has no proper essential
extensions.

SinceM ⊆ L ⊆ E and L is injective, we must have E = L by assumption (b). Thus, M ⊆ E
is essential. As E is injective, E has no proper essential extensions. Hence, E is a maximal
essential extension of M .

For existence, let M be an R-module and I an injective module containing M . Let E be a
maximal essential extension of M inside E, which exists by Zorn’s Lemma. The Claim in the
proof of (b) =⇒ (a) shows that E is injective. Thus, M ⊆ E satisfies condition (c).

Now suppose M ⊆ E and M ⊆ E ′ satisfy the equivalent conditions. As E ′ is injective there
exists a homomorphism f : E → E ′ which fixes M . As E is essential over M , f is injective
by the same argument we used to show ϕ is injective in (b) =⇒ (a). Hence, f(E) ∼= E is
injective and M ⊆ f(E) ⊆ E ′. Since E ′ satisfies (b), we must have f(E) = E ′. Hence, f is an
isomorphism fixing M .

Definition 1.7. Let M be an R-module. Any R-module satisfying the equivalent conditions of
Theorem 1.6 is called an injective hull or injective envelope of M and is denoted ER(M).

Example 1.8. Let R be a domain and Q its field of fractions. Then R ⊆ Q is essential and Q
is an injective R-module (Remark 1.1(i)). Thus, Q ∼= ER(R).

Lemma 1.9. Let R be a ring, T an R-algebra, and L and M R-modules.

(a) There exists a homomorphism of T -modules which is natural in L, M , and T

ϕLMT : HomR(L,M)⊗R T −→ HomT (L⊗R T,M ⊗R T )

f ⊗ t −→ f̃ ⊗ t

where f̃ ⊗ t(ℓ⊗ t′) = f(ℓ)⊗ tt′ for all ℓ ∈ L and t′ ∈ T .

(b) If T is flat over R and L is finitely presented as an R-module then ϕLMT is an isomorphism.

Proof. The proof of part (a) is left as an exercise. One needs to check that all the maps are
well-defined homomorphisms and that maps ϕLMT make all squares commute when fixing any
two of the three variables.

For part (b), first note that when L = R it is easy to see that ϕRMT is an isomorphism.
Since HomR(−,M) and − ⊗R T commute with finite direct sums in a natural way, it follows



that if ϕAMT and ϕBMT are isomorphisms, so is ϕCMT where C = A ⊕ B. Thus, ϕRnMT is an
isomorphism for all (finite) n.

Now suppose we have an exact sequence Rm → Rn → L→ 0. Then we have a commutative
diagram

0 HomR(L,M)⊗R T HomR(R
n,M)⊗R T HomR(R

m,M)⊗R T

0 HomT (L⊗R T,M ⊗R T ) HomT (R
n ⊗R T,M ⊗R T ) HomR(R

m ⊗R T,M ⊗R T )

ϕLMT ϕRnMT ϕRmMT

The top row is exact since HomR(−,M) is left exact and −⊗R T is exact as T is flat. The
bottom row is exact for the same reason, except the functors are applied in the opposite order.
Since the two vertical maps on the right are isomorphisms, so is the leftmost vertical map by
the five lemma.

Lemma 1.10. Let C• be a complex of R-modules and F an exact additive functor from the
category of R-modules to the category of S-modules, for some R-algebra S. Then for all i

(a) If F is covariant then F(Hi(C•)) ∼= Hi(F(C•));

(b) If F is contravariant then F(Hi(C•)) ∼= Hi(F(C•)).

Proof. Exercise.

Remark 1.11. Let M be an R-module. Then

• HomR(M,−) is exact if and only if M is projective.

• HomR(−,M) is exact if and only if M is injective.

• M ⊗R − is exact if and only if M is flat.

Proposition 1.12. Let R be Noetherian, M and N R-modules, and T an R-algebra. If M is
finitely generated and T is flat, then

ExtiR(M,N)⊗R T ∼= ExtiT (M ⊗R T,N ⊗R T )

for all i.

Proof. Let F• be a free resolution of M . Since M is finitely generated and R is Noetherian,
we can assume that each Fi is a finitely generated, so Fi

∼= Rni for some ni. Then Fi ⊗R T ∼=
Rni ⊗R T ∼= T ni , so each module in the complex F• ⊗ T is a (finitely generated) free T -module.
Since T is flat over R, F• ⊗ T is a free resolution of M ⊗R T . Thus, for each i we have

ExtiR(M,N)⊗R T ∼= Hi(HomR(F•, N))⊗R T

∼= Hi(HomR(F•, N)⊗R T )

∼= Hi(HomT (F• ⊗R T,N ⊗R T ))

∼= ExtiT (M ⊗R T,N ⊗R T ),

where the second isomorphism is by Lemma 1.10 and the third is by Lemma 1.9.



Lemma 1.13. Let R be a Noetherian ring and L ⊆ M an essential extension. Then AssR L =
AssRM .

Proof. Clearly AssR L ⊆ AssRM . If AssRM = ∅ thenM = L = 0 and so AssR L = ∅. So assume
AssRM ̸= ∅ and let p ∈ AssRM . Then p = (0 :R x) for some x ∈M . Thus, Rx ∼= R/p and thus
AssRRx = {p}. Since L ⊆ M is essential, we know Rx ∩ L ̸= 0, so AssR(Rx ∩ L) ̸= ∅. But as
Rx ∩L is a submodule of both Rx and L, AssR(Rx∩L) ⊆ (AssRRx)∩(AssR L) = {p}∩(AssR L).
Since this intersection must be nonempty, we see that p ∈ AssR L.

Lemma 1.14. Let R be a Noetherian ring and L ⊆M be an essential extension of R-modules.
Then for any multiplicatively closed set S of R, LS ⊆ MS is an essential extension of RS-
modules.

Proof. IfMS = 0 the statement is trivial, as the zero module is an essential extension of itself. So
assume MS ̸= 0 and let AS be an arbitrary nonzero submodule of MS (where A is a submodule
ofM). It suffices to prove that AS∩LS = (A∩L)S ̸= 0. Note that for an arbitrary R-module N ,
NS ̸= 0 if and only if AssRS

NS ̸= ∅, which is if and only if there exists p ∈ AssRN with p ∩S ̸= ∅.
Now as L ⊆ M is essential, so is A ∩ L ⊆ A. Thus, by Lemma 1.13, AssR(A ∩ L) = AssRA.
Since AS ̸= 0, there exists p ∈ AssRA such that p∩ S = ∅. Since p ∈ AssR(A∩L), we conclude
that (A ∩ L)S ̸= 0.

Proposition 1.15. Let R be a Noetherian ring and S a multiplicatively closed set.

(a) If E is an injective R-module then ES is an injective RS-module. (Note: RS = S−1R.)

(b) For any R-module M , ER(M)S ∼= ERS
(MS).

Proof. For part (a), let IS be an ideal of RS (where I is an ideal of R). Since E is an injective
R-module, Ext1R(R/I,E) = 0. Since RS is a flat R-algebra, we have by Proposition 1.12

Ext1RS
(RS/IS, ES) ∼= Ext1R(R/I,E)⊗R RS = 0⊗R RS = 0.

Hence, ES is an injective RS-module by Remark 1.1(b).
For (b), we have ER(M)S is an injective RS-module by part (a). Also, since M ⊆ ER(M) is

essential, so is MS ⊆ ER(M)S by Lemma 1.14. Hence, ER(M)S ∼= ERS
(MS) by Theorem 1.6.

Theorem 1.16. Let R be a Noetherian ring and E and injective module. Then E is indecom-
posable if and only if E ∼= ER(R/p) for some prime p of R.

Proof. Suppose E is indecomposable and let p ∈ AssRE. Then there exists an injective map
f : R/p→ E. Of course, there is also an injective map i : R/p→ ER(R/p) (given by inclusion).
Since E is injective there exists a map ϕ : ER(R/p) → E such that ϕ restricted to R/p is f .
Since f is injective and ER(R/p) is essential over R/p, we have that ϕ is injective: If not, let x
be a nonzero element in kerϕ. Then there exists r ∈ R such that rx ̸= 0 and rx ∈ R/p. Then
f(rx) = ϕ(rx) = rϕ(x) = 0, contradicting that f is injective. Thus, we have an injective map
ϕ : ER(R/p)→ E. As ER(R/p) is injective, ϕ splits and E ∼= ER(R/p)⊕F for some F . Finally,
as E is indecomposable, F must be zero.

Conversely, let p be a prime ideal and suppose ER(R/p) = E1 ⊕ E2. Suppose both E1

and E2 are nonzero. Then, as ER(R/p) is an essential extension of R/p, J1 = E1 ∩ R/p and
J2 = E2 ∩ R/p are nonzero submodules (i.e., ideals) of R/p. But in a domain, every pair of
nonzero ideals intersect nontrivially. Thus, J1 ∩ J2 ̸= 0, contradicting that E1 ∩ E2 = 0.



Remark 1.17. Let R be a Noetherian ring.

(a) If E is injective and p ∈ AssRE then ER(R/p) is a isomorphic to a direct summand of E.

(b) For any two prime ideals p, q of R, ER(R/p) ∼= ER(R/q) if and only if p = q.

Proof. For part (a), this is exactly what the first part of the proof of Theorem 1.16 shows
(ignoring the indecomposable hypothesis). For part (2), suppose ER(R/p) ∼= ER(R/q). Then
AssR(R/p) = AssRER(R/q). But by Lemma 1.13, AssRER(R/p) = AssRR/p = {p} and
AssRER(R/q) = AssRR/q = {q}.

Theorem 1.18. Let R be a Noetherian ring. Then any injective module is a direct sum of
indecomposable injective modules.

Proof. Let I be an injective module. If I = 0 then the statement is trivially true (as I is
the sum of an empty set of indecomposable injectives). So assume I ̸= 0. Let XI be the set
of indecomposable injective submodules of I and F a subset of XI . We let MF denote the
submodule of I generated by all the submodules in F ; that is,

MF =
∑
A∈F

A.

We’ll call F direct if the sum MF =
∑

A∈F A is a direct sum; i.e.,∑
A∈F

A =
⊕
A∈F

A.

Now consider the set
Λ = {F ⊆ XI | F is direct}.

Since I ̸= 0 there exists a prime p ∈ AssR I. By Remark 1.17(a), ER(R/p) is isomorphic to
a submodule T of I. Thus, {T} ∈ Λ and consequently Λ ̸= ∅. We consider Λ as a poset by
inclusion. One can easily check that Zorn’s lemma applies, since to check whether a sum of
submodules is direct one only needs to consider finitely many submodules at a time. So let F
be a maximal element of Λ and set L =MF . We claim that L = I. Since R is Noetherian, L is
injective. Thus, I = L ⊕ N for some submodule N of I. If N ̸= 0 then N = N1 ⊕ N2, where
N1
∼= ER(R/p) for some p ∈ AssRN (again by Remark 1.17(a)). Thus, L + N1 = L ⊕ N1 and

so F ∪ {N1} ∈ Λ, contradicting the maximality of F . Thus, N = 0 and I = L.

Lemma 1.19. Let R be a Noetherian ring and p ∈ SpecR.

(a) Every element of ER(R/p) is annihilated by a power of p.

(b) ER(R/p) ∼= ERp(k(p)), where k(p)
∼= Rp/pRp.

Proof. For part (a), let x ∈ ER(R/p), x ̸= 0. Then AssRRx ⊆ AssRER(R/p) = AssRR/p =
{p}. Hence, AssRRx = {p}. Since Rx ∼= R/AnnR x, we have p =

√
AnnR x (see Grifo’s 905

notes, Theorem 6.50). Hence, x is annihilated by a power of p.
For part (b), let E = ER(R/p). We will first show the map ϕ : E → Ep given by ϕ(e) = e

1

is an isomorphism. Let e ∈ E and suppose ϕ(e) = e
1
= 0. Then there exists s ̸∈ p such that

se = 0. But as AssRE = {p}, every zero-divisor on E is contained in p (cf., Theorem 6.27 of



Grifo’s 905 notes). Hence, s is a non-zero-divisor on E and thus e = 0. This shows ϕ is injective.
Now let e

s
∈ Ep, where s ̸∈ p. Since AssRRe = {p} (see the proof of (a)) we have that s is

a non-zero-divisor on Re. Then the map f : Re → Re given by f(re) = sre is injective. Let
i : Re → E be the inclusion map. As E is injective, there exists a map h : Re → E such that
i = hf . Let e′ = h(e) Then

e = i(e) = hf(e) = h(se) = sh(e) = se′.

Thus, e
s
= se′

s
= e′

1
= ϕ(e′). Hence, ϕ is surjective and ER(R/p) ∼= ER(R/p)p.

Applying Proposition 1.15(b) we have that ER(R/p)p ∼= ERp((R/p)p)
∼= ERp(k(p)) since

(R/p)p ∼= Rp/pRp = k(p). Hence, ER(R/p) ∼= ERp(k(p)).

Lemma 1.20. Let R be a Noetherian ring, I an ideal of R and p ∈ SpecR. Then

HomR(R/I,ER(R/p)) =

{
ER/I(R/p), if I ⊆ p

0, if I ̸⊂ p.

Proof. If I ⊆ p, then R/p is an R/I-module. The result then follows from Problem 2 of
Homework # 1. If I ̸⊂ p let s ∈ I, s ̸∈ p and let f : R/I → ER(R/p) be a homomorphism.
Then for all r ∈ R, sf(r) = f(sr) = f(0) = 0. Since s is a non-zero-divisor on ER(R/p), f = 0.

Proposition 1.21. Let R be a Noetherian ring and I an injective module. Suppose I ∼=
ER(R/p)

α ⊕ I ′, where ER(R/p) is not a summand of I ′ (equivalently, p ̸∈ AssR I
′). Then

α = rankk(p) HomRp(k(p), Ip).

Consequently, the number of copies of ER(R/p) appearing in any decomposition of I into inde-
composables is uniquely determined. We denote α by µ(p, I).

Proof. Let ER(R/q) be a summand of I ′. By assumption, p ̸= q. If p ̸⊂ q then HomR(R/p,ER(R/q)) =
0 by Lemma 1.20. If p ⊊ q then (R/q)p = 0. Since (R/q)p ⊆ ER(R/q)p is essential, we conclude
that ER(R/q)p = 0. Thus, for every summand of ER(R/q) of I

′ we have HomRp(k(p), ER(R/q)p) =
0. Thus, HomRp(k(p), I

′
p) = 0. Hence,

HomRp(k(p), Ip)
∼= HomRp(k(p), ER(R/p)

α
p )

∼= HomR(R/p,ER(R/p))
α
p

∼= ER/p(R/p)
α
p

∼= Ek(p)(k(p))
α

∼= k(p)α.

The second isomorphism follows Lemma 1.9, the third isomorphism from Problem 2 of HW #1,
and the fourth by Proposition 1.15. From these isomorphisms, it follows that

rankk(p) HomRp(k(p), Ip) = rankk(p) k(p)
α = α.



Proposition 1.22. Let R be a Noetherian ring and L ⊆M R-modules. Then the following are
equivalent:

(a) L ⊆M is essential;

(b) Lp ⊆Mp is essential for all primes p;

(c) (0 :Lp pRp) = (0 :Mp pRp) for all primes p.

(d) The natural map HomRp(k(p), Lp)→ HomRp(k(p),Mp) is an isomorphism for all primes p.

Proof. (a) =⇒ (b): This follows by Lemma 1.14.
(b) =⇒ (c): It suffices to prove that if R is local ring with maximal ideal m and A ⊆ B is

essential then (0 :A m) = (0 :B m). It is easy to see that (0 :A m) ⊆ (0 :B m) is an essential
extension of R/m-modules. Since R/m is a field, we must have equality.

(c)⇐⇒ (d): This follows from the natural isomorphism (0 :Np pRp) ∼= HomRp(k(p), Np) for
all R-modules N and prime ideals p.

(c) =⇒ (a): Let A be a nonzero submodule of M and p ∈ AssRA. Then p = (0 :R a) for
some a ∈ A. Hence, pRp = (0 :Rp

a
1
), so a

1
∈ (0 :Mp pRp) = (0 :Lp pRp). Thus, a

1
= u

s
for some

u ∈ L and s ̸∈ p. Then x := tu = tsa for some t ̸∈ p. Note x ∈ L ∩ A since u ∈ L and a ∈ A.
Also, x ̸= 0 since ts ̸∈ p = (0 :R a).

2 Minimal injective resolutions and injective dimension

Definition 2.1. Let R be a ring, M an R-module and I• an injective resolution of M . Let ∂•

denote the differential of I•, where ∂i : I i → I i+1. We say that I• is minimal if I0 ∼= ER(M)
and I i ∼= ER(im ∂i−1) for all i > 0.

Lemma 2.2. Let R be ring and M an R-module. Then M has a minimal injective resolution.

Proof. Let I0 = ER(M) and ∂−1 : M → I0 be the inclusion map. Let C0 = coker ∂−1 and
I1 = ER(C

0). Let ∂0 be the composition I0 → C0 → I1, where the first map is the canonical

projection and the second is the natural inclusion. Then 0→M
∂−1

−−→ I0
∂0

−→ I1 is exact. And as
C ∼= im ∂0 we have I1 ∼= ER(im ∂0). Continuing in this fashion, we obtain a minimal injective
resolution of M .

Proposition 2.3. Let R be Noetherian and M an R-module. Let I• be an injective resolu-
tion of M . Then I• is minimal if and only if for all p ∈ SpecR and for all i ⩾ 0 the map
HomRp(k(p), I

i
p)→ HomRp(k(p), I

i+1
p ) is zero.

Proof. Let ∂• be the differential of I•. Let C0 = M and Ci = im ∂i−1 for i > 0. Applying the
left exact functor HomRp(k(p), Rp ⊗R −) to the exact sequence 0→ Ci → I i → I i+1, we obtain
for all p ∈ SpecR

0→ HomRp(k(p), C
i
p)→ HomRp(k(p), I

i
p))→ HomRp(k(p), I

i+1
p )

is exact. Now, I• is minimal if and only if I i ∼= ER(C
i) for all i. But as I i is injective, this holds

if and only if Ci ⊆ I i is essential for each i. By Proposition 1.22, Ci ⊆ I i is essential if and only



if the map HomRp(k(p), C
i
p) → HomRp(k(p), I

i
p) is an isomorphism for all primes p. But from

the exact sequence above, this is equivalent to the maps HomRp(k(p), I
i
p) → HomRp(k(p), I

i+1
p )

being zero for all p ∈ SpecR.

Corollary 2.4. Let R be a Noetherian ring, M an R-module, and I• a minimal injective reso-
lution of M . For any mulitiplicatively closed set S of R, I•S is a minimal injective resolution of
MS.

Theorem 2.5. Let R be a Noetherian ring, M an R-module, and I• a minimal injective reso-
lution of M . Then for i ⩾ 0 and each p ∈ SpecR we have

µ(p, I i) = rankk(p) Ext
i
Rp
(k(p),Mp).

Consequently, µ(p, I i) does not depend on M or the choice of minimal injective resolution I•.
The number µ(p, I i) is called the ith Bass number ofM with respect to p and is denoted µi(p,M).

Proof. Using Propositions 1.21 and 2.3

ExtiRp
(k(p),M) ∼= Hi(HomRp(k(p), Ip))

∼= HomRp(k(p), I
i
p)

Thus, µ(p, I i) = rankk(p)HomRp(k(p), I
i
p) = rankk(p) Ext

i
Rp
(k(p),Mp).

Corollary 2.6. Let R be a Noetherian ring and M a finitely generated R-module. Then
µi(p,M) <∞ for all i and all p ∈ SpecR.

Proof. This follows from the fact that over a Noetherian ring R, ExtiR(A,B) is finitely generated
for all i whenever A and B are finitely generated. (Let F• be a free resolution of A consisting
of finitely generated free modules. Hence for each i, HomR(Fi, B) is finitely generated. Then
ExtiR(A,B) = Hi(HomR(F•, B) is isomorphic to a subquotient of HomR(Fi, B).)

Remark 2.7. Let R be a Noetherian ring and M an R-module. Then µ0(p,M) ̸= 0 if and only
if p ∈ AssRM . This follows from µ0(p,M) = rankk(p) HomRp(k(p),Mp). Thus, if M is finitely
generated, there are only finitely many primes p such that µ0(p,M) ̸= 0.

Definition 2.8. Let M be an R-module. Then the injective dimension of M , denoted idRM ,
is defined to be the infimum of the lengths of all injective resolutions of M . (Recall that the
length of a resolution I• is sup{n | In ̸= 0}.)

Proposition 2.9. Let R be a Noetherian ring and M an R-module.

(a) idRM = sup{n | µn(p,M) ̸= 0 for some p ∈ SpecR}.

(b) The length of any minimal injective resolution of M is equal to idRM .

Proof. Observe that by Theorem 2.5, given any minimal injective resolution I•, In ̸= 0 if and
only if µn(p,M) ̸= 0 for some p. Now let r = idRM and let ℓ denote the right-hand side of
the equality. Note that if µn(p,M) ̸= 0 for some n then ExtnR(R/p,M) ̸= 0, which implies
r ⩾ n. Hence, r ⩾ ℓ. If ℓ = ∞ there is nothing left to show, so assume ℓ < ∞. Let I• be a
minimal injective resolution of M . By the observation above, Iℓ+1 = 0, which means that I• is
an injective resolution of M of length at most ℓ. Hence, r ⩽ ℓ. This proves (a).

For part (b), again by the observation about, the length of any minimal injective resolution
is ℓ (the right-hand-side of the equality in (a)).



We next recall the notion of length and some of its elementary properties. Proofs of these
properties can be found in Atiyah-Macdonald.

Definition 2.10. Let R be a ring. An R-module is called simple if M ̸= 0 and M has no
non-trivial submodules.

Remark 2.11. An R-module M is simple if and only if M ∼= R/m for some maximal ideal m
of R. For, if M is simple and x ∈M , x ̸= 0, then M = Rx ∼= R/I where I = (0 :R x). Since M
is simple, I must be maximal.

Definition 2.12. Let M be an R-module. A filtration 0 =M0 ⊂M1 ⊂M2 ⊂ · · · ⊂Mn =M is
called a composition series for M if Mi+1/Mi is simple for i = 1, . . . , n. In this case, we say the
length of the composition series is n. If M has a composition series, the length of M , denoted
λR(M), is defined to be infimum of the lengths of all composition series for M . If M does not
have a composition series, we say M has infinite length; i.e., λR(M) =∞.

Proposition 2.13. Let R be a ring and M an R-module.

(a) If M has a composition series then all composition series for M have the same length.

(b) Every filtration of M can be refined to a composition series.

(c) If 0→ L→M → N → 0 is a short exact sequence then λR(M) = λR(L) + λR(N).

Proof. See Atiyah-Macdonald.

Definition 2.14. An R-module M is called Artinian if M satisfies the descending chain condi-
tion on submodules. The ring R is said to be Artinian if R is Artinian as an R-module.

Remark 2.15. Let k be a field and V a k-vector space. The following are equivalent:

(a) V is Noetherian;

(b) V is Artinian;

(c) rankk V <∞.

Proof. Basic vector space theory.

Proposition 2.16. Let R be a ring and M an R-module. Then M has finite length if and only
if M is both Artinian and Noetherian.

Proof. IfM has finite length then any chain of submodules with proper containments has length
at most λR(M) (since it can be refined to a composition series). Thus, M satisfies both chain
conditions. Conversely, suppose M is both Noetherian and Artinian. Since M is Noetherian
there exists a maximal proper submodule, sayM1. Then letM2 be a maximal proper submodule
of M1, etc. As M is Artinian, this eventually terminates in a composition series. Hence, M has
finite length.

.

Proposition 2.17. Let R be a Noetherian ring and M a finitely generated R-module. Then M
has finite length if and only if dimM = 0.



Proof. Recall that dimM = dimR/AnnRM . Since the length of M as R-module and as an
R/AnnRM -module are the same, we may assume AnnRM = 0 and dimM = dimR. Let p be
a minimal prime of R. Then p is minimal over AnnRM and thus p ∈ AssRM . (See Theorem
6.40 of Grifo’s 905 notes.) Then there is an injection of R/p into M , which implies that R/p
has finite length. It suffices to show that every Artinian domain S is a field: let x ∈ S, x ̸= 0.
Then the descending chain (x) ⊇ (x2) ⊇ (x3) ⊇ · · · stabilizes, so there exists an n > 0 such that
(xn) = (xn+1). Thus, xn = xn+1y for some y ∈ S. Canceling xn, we see that x is a unit. Hence,
R/p is a field, so p is maximal. Thus, dimM = dimR = 0.

Conversely, suppose dimM = 0. Again, we may assume AnnRM = 0 and thus dimR = 0.
Then R has finitely many prime ideals, say {m1, . . . ,mr}, all of which are both maximal and
minimal. Then

√
(0) = m1 ∩ · · · ∩ mr. Hence, (m1 · · ·mr)

s = 0 for some s. Thus, 0 is the
product of finitely many maximal ideals. Let 0 = p1 · · · pt where pi are maximal ideals (not
necessarily distinct). For i = 1, . . . , t let Ii = p1 · · · pi, and let Ii = R for all i ⩽ 0. Note Ii = 0
for i ⩾ t. We claim that IiM has finite length for all i. This is trivially true when i ⩾ t. Assume
i < t and that Ii+1M has finite length. Consider the exact sequence

0→ Ii+1M → IiM → IiM/Ii+1M → 0.

All three modules are Noetherian sinceM is. By assumption Ii+1M has finite length. Note that
pi+1 · IiM/Ii+1M = 0, since pi+1Ii = Ii+1. Thus, IiM/Ii+1M is a (Noetherian) R/pi+1-vector
space. By Remark 2.15, IiM/Ii+1M is also Artinian as an R/pi+1-vector space, and hence as an
R-module as well. Thus, IiM/Ii+1M has finite length by Proposition 2.16. Now by part (c) of
Proposition 2.13, we conclude IiM has finite length. This proves the claim. Hence M = I0M
has finite length.

Theorem 2.18. Let R be a ring. Then R is Artinian if and only if R is Noetherian and
dimR = 0.

Proof. See Atiyah-Macdonald.

Remark 2.19. While every Artinian ring is Noetherian, the same cannot be said of modules.
Let R = Z(2). Then Q/R is an Artinian R-module which is not Noetherian.

Proposition 2.20. If (R,m) is a local ring containing a field k such that the composition
k ↪→ R→ R/m is an isomorphism. Then for any R-module M , λR(M) = rankkM .

Proof. Any chain of R-modules is a chain of k-vector spaces. Thus, if M has infinite length as
an R-module, M has infinite rank as a k-vector space. Suppose λR(M) = n <∞. If n = 1 then
M ∼= R/m ∼= k, so rankkM = 1. If n > 1, let M1 be a simple submodule of M and consider
the short exact sequence 0 → M1 → M → M/M1 → 0. (This is a s.e.s. as both R-modules
and k-vector spaces.) Then λR(M/M1) = n − 1. By the (unstated) induction hypothesis,
rankkM/M1 = n− 1. Since rankkM1 = 1, we conclude rankkM = n.

Example 2.21. Let R = k[x]/(xn), where k is a field and x a variable. Note R is local
with maximal ideal m = (x). Also, the map k → R → R/m is an isomorphism. Hence,
λR(R) = dimk R = n as {1, x, . . . , xn−1} is a k-basis for R.

Lemma 2.22. Let (R,m) be a local ring with residue field k and M an R-module. Suppose
ExtiR(k,M) = 0 for some i. Then ExtiR(L,M) = 0 for any finite length module L.



Proof. Let λR(L) denote the length of L. If λR(L) = 1 then L ∼= k and the result holds. Suppose
now that λR(L) > 0 and that the lemma holds for all modules of length less than λR(L). Then
there exists an exact sequence 0 → k → L → C → 0 such that λR(C) = λR(L) − 1. Thus,
ExtiR(k, C) = 0. From the long exact sequence

· · · → ExtiR(C,M)→ ExtiR(L,M)→ ExtiR(k,M)→ · · ·

we conclude that ExtiR(L,M) = 0.

Theorem 2.23. Let R be a Noetherian ring and M a finitely generated R-module. Let p ⊆ q
be prime ideals and set h = ht q/p. If µi(p,M) ̸= 0 for some i then µi+h(q,M) ̸= 0.

Proof. By induction on h, it suffices to prove the case when h = 1. Furthermore, since µi(p,M) =
µi(pRq,Mq) (use either Corollary 2.4 or Theorem 2.5), we may assume (R,m) is local, q = m
and htm/p = 1. Choose x ∈ m \ p. Note that m is minimal over (p, x), so dimR/(p, x) = 0.
Hence, by Proposition 2.17, λR(R/(p, x)) < ∞. Since x is a non-zero-divisor on R/p we have
the short exact sequence

0→ R/p
x−→ R/p→ R/(p, x)→ 0.

Applying HomR(−,M) we have the exact sequence

· · · → ExtiR(R/p,M)
x−→ ExtiR(R/p,M)→ Exti+1

R (R/(p, x),M)→ · · ·

Since µi(p,M) ̸= 0 we have ExtiR(R/p,M) ̸= 0. Note also that ExtiR(R/p,M) is finitely gener-
ated (see the proof of Corollary 2.6). Now suppose by way of contradiction that µi+1(m,M) = 0.
Then Exti+1

R (k,M) = 0, which implies by Lemma 2.22 that Exti+1
R (R/(p, x),M) = 0. Hence,

ExtiR(R/p,M) = xExtiR(R/p,M) which forces ExtiR(R/p,M) = 0 by Nakayama’s Lemma. This
is a contradiction.

Corollary 2.24. Let (R,m) be a local ring with residue field k and M a finitely generated
R-module. Then

idRM = sup{n | ExtnR(k,M) ̸= 0}.

Proof. Let r = idRM and ℓ denote the right-hand-side of the equality. Since ExtiR(k,M) = 0
for all i > r, certainly ℓ ⩽ r. Suppose ℓ < r. Then by Proposition 2.9 µi(p,M) ̸= 0 for some
i > ℓ and some p ∈ SpecR. By Theorem 2.23, µi+h(m,M) ̸= 0 where h = dimR/p. But this
means Exti+h

R (k,M) ̸= 0, a contradiction as i+ h > ℓ.

Corollary 2.25. Let R be a Noetherian ring and M a nonzero finitely generated R-module.
Then idRM ⩾ dimM .

Proof. Since dimRM = sup{dimMp | p ∈ SpecR} and idRM ⩾ idRp Mp for all p ∈ SpecR, it
suffices to prove the statement in the case (R,m) is a local ring. Let d = dimM and choose p in
SuppRM = V(AnnRM) such that dimR/p = d. Then p ∈ AssRM (cf. Theorem 6.40 of Grifo’s
905 notes). Hence, µ0(p,M) = dimk(p) HomRp(k(p),Mp) ̸= 0. By Theorem 2.23, we obtain that
µd(m,M) ̸= 0. Thus, idRM ⩾ d by Corollary 2.24.



3 Grade and depth

Definition 3.1. Let R be a ring, M an R-module, and x = x1, . . . , xn ∈ R. We say x is a
regular sequence on M , or simply an M-sequence, if (x1, . . . , xn)M ̸= M and xi is regular (i.e.,
a non-zero-divisor) on M/(x1, . . . , xi−1)M for each i = 1, . . . , n. An M -sequence x is called
maximal if x cannot be extended to a longer M -sequence.

Example 3.2. Let R = k[x1, . . . , xn] be a polynomial ring over the field k. Then x1, . . . , xn is
a maximal R-sequence.

Lemma 3.3. Let R be Noetherian and M a finitely generated R-module. Then

(a) The length of every M-sequence is finite.

(b) Every M-sequence can be extended to a maximal M-sequence.

Proof. For part (a), note that if x1, . . . , xn is an M -sequence then

0 ⊂ (x1)M ⊂ (x1, x2)M ⊂ · · · ⊂ (x1, . . . , xn)M

is a strictly ascending chain of submodule of M . For if (x1, . . . , xi)M = (x1, . . . , xi+1)M for
some i, then xi+1M ⊆ (x1, . . . , xi)M . As M ̸= (x1, . . . , xi)M , then xi+1 is a zero-divisor on
M/(x1, . . . , xi)M , a contradiction. Consequently, asM is Noetherian, this chain must terminate.
Hence, there are noM -sequences of infinite length. The same argument (using ACC) proves (b)
as well.

Example 3.4. Let R = k[x, y, x]. Then x, y, z is a maximal R-sequence.

Example 3.5. Let R = k[x, y, z](x,y,z) and M = R/(xy, yz). Then y − z is a maximal M
-sequence. To see this, note that (xy, xz) = (y)∩ (x, z) is a irredundant primary decomposition
of I. Thus, (y) and (x, z) are the associated primes of M . Since y− z is not in either associated
prime, it is a non-zero-divisor on M . Also, M ̸= (y − z)M , so y − z is M -regular. Note
that M/(y − z)M ∼= k[x, y, z](x,y,z)/(xy, xz, y − z) ∼= k[x, y](x,y)/(xy, y

2). Since (x, y)x = 0 in
k[x, y](x,y)/(xy, y

2), (x, y) consists of zero-divisors on M/(y − z)M . Thus, y − z is a maximal
M -sequence.

Here we summarize some essential facts about primary decompositions for modules, and
then use them to prove Krull’s Intersection Theorem.

Definition 3.6. Let M be an R-module. A submodule Q of M is called primary if Q ⊊ M
and for every r ∈ R multiplication by r on M/Q is either injective or nilpotent; i.e., r is either
a non-zero-divisor on M/Q or rnM ⊆ Q for some n.

Remark 3.7. Let Q be a primary submodule of M . Then p :=
√
AnnRM/Q is a prime ideal

of R. We say that Q is a p-primary submodule of M .

Theorem 3.8. Let R be a Noetherian ring, M a finitely generated R-module and N ⊊ M a
submodule. Then there exists primary submodules Q1, . . . , Qn such that

• N = Q1 ∩ · · · ∩Qn;

• N ⊊ Q1 ∩ · · · ∩ Q̂i ∩ · · ·Qn for i = 1, . . . , n;



• p1, . . . , pn are distinct prime ideals, where pi =
√

AnnRM/Qi.

The decomposition N = Q1 ∩ · · · ∩ Qn is called an irredundant primary decomposition
for N ⊂ M . The prime ideals p1, . . . , pn are uniquely determined by N ⊂ M and are called
the associated primes of N ⊂ M (or more commonly, of M/N). We denote the set of
associated primes of M/N by AssRM/N . Moreover, a prime ideal p ∈ AssRM/N if and only
if p = (N :R x) for some x ∈M . Additionally, if pi is a minimal associated prime of M/N , the
Qi = ϕ−1(Npi) where ϕ :M →Mpi is the natural localization map.

Proof. See Atiyah-Macdonald.

Theorem 3.9. (Krull’s Intersection Theorem) Let R be a Noetherian ring, I an ideal, and M
a finitely generated R-module. Then there exist an s ∈ I such that

(1− s)
∞⋂
n=1

InM = 0.

Proof. Let N =
∞⋂
n=1

InM . We claim that IN = N . If IN = M , there is nothing to prove.

Suppose IN ⊊ M and let IN = Q1 ∩ Q2 ∩ · · · ∩ Qr be a primary decomposition of IN ⊂ M .
Then for each i, IN ⊆ Qi. If N ̸⊂ Qi then I consists of zero-divisors on M/Qi. As Qi is a
primary submodule of M , we must have InM ⊆ Qi for some n. But N ⊆ InM , so N ⊆ Qi,
a contradiction. Thus, N ⊆ Q1 ∩ · · · ∩ Qr = IN . Consequently, IN = N . By a homework
exercise, this implies there exists s ∈ I such that (1− s)N = 0.

Definition 3.10. Let R be a ring. The Jacobson radical of R, denoted J(R), is the intersection
of all maximal ideals of R. It is easily seen that if r ∈ J(R) then 1− r is a unit.

Corollary 3.11. Let R be a Noetherian ring, I ⊆ J(R) an ideal, and M a finitely generated
R-module. Then

∞⋂
n=1

InM = 0.

Proof. Apply Krull’s Intersection Theorem and use that 1− s is a unit for every s ∈ I.

.

Proposition 3.12. Let R be Noetherian, M a finitely generated R-module, and x = x1, . . . , xn ∈
J(R) an M-sequence. Then any permutation of x is an M-sequence.

Proof. It suffices to show that if x, y ∈ J(R) is an M -sequence then so is y, x. First note that
(y, x)M = (x, y)M ̸= M . We next show that y is regular on M : suppose yu = 0 for some
u ∈ M . Then yu ∈ xM so u ∈ xM . Write u = xu1 where u1 ∈ M . Then 0 = yu = xyu1, so
yu1 = 0. Repeating the argument above, we get u1 ∈ xM and hence u ∈ (x)2M . Continuing
in this way, we obtain that u ∈

⋂
n⩾1(x)

nM . As (x) ⊆ J(R) we have
⋂

n⩾1(x)
nM = 0 and

thus u = 0. This shows y is regular on M . Now assume xv ∈ yM for some v ∈ M . Then
xv = yw for some w ∈M . Since y is regular onM/xM , we obtain that w = xz for some z ∈M .
Consequently, xv = xyz. As x is regular on M , we then have v = yz ∈ yM . Hence, x is regular
on M/yM .



Definition 3.13. Let R be a Noetherian ring, I an ideal of R, and M a finitely generated
R-module such that IM ̸= M . Then the grade of I on M , denote gradeI M or grade(I,M), is
defined to be the supremum of the lengths of all M -sequences contained in I.

Remark 3.14. Note that it is not clear from the definition that gradeI M < ∞. Although
every maximal M -sequence is finite, the supremum of the lengths of such sequences might be
infinite.

Notation (temporary): Let R be a ring and L and M R-modules. Define

g(L,M) := inf{n | ExtnR(L,M) ̸= 0}.

Note that g(L,M) ⩾ 0 for all R-modules L and M . (Recall inf ∅ =∞.)

Proposition 3.15. Let R be a ring, L and M R-modules, and x ∈ R such that xL = 0 and x
is regular on M . Then g(L,M/xM) = g(L,M) − 1. Furthermore, if g := g(L,M) < ∞ then
Extg−1

R (L,M/xM) ∼= ExtgR(L,M).

Proof. Let f : L→ M be a homomorphism. Then xf(L) = f(xL) = f(0) = 0. As x is regular
onM , we see that f(L) = 0. Hence, HomR(L,M) = 0 and so g > 0. Now applying HomR(L,−)
to the s.e.s. 0→M

x−→M →M/xM → 0 we get the long exact sequence

· · · → ExtiR(L,M)
x−→ ExtiR(L,M)→ ExtiR(L,M/xM)→ Exti+1

R (L,M)
x−→ · · ·

Since xL = 0 we have xExtiR(L,M) = 0 for all i (cf. Grifo’s 915 notes, Exercise 73(c).) Thus,
for each i we have an exact sequence

0→ ExtiR(L,M)→ ExtiR(L,M/xM)→ Exti+1
R (L,M)→ 0.

Both conclusions follow easily from this sequence.

Theorem 3.16. Let R be a Noetherian ring, I an ideal of R, and M a finitely generated R-
module such that IM ̸= M . Let x1, . . . , xr be a maximal M-sequence contained in I. Then
r = sup{n | ExtnR(R/I,M) ̸= 0}. Consequently, all maximal M-sequences contained in I have
the same length and

gradeI M = inf{n | ExtnR(R/I,M) ̸= 0}.
In particular, gradeI M <∞.

Proof. Notice that the right-hand-side is g := g(R/I,M). Suppose r = 0. Since IM ̸= M , it
must be that I consists of zero-divisors onM . Thus, I is contained in the union of the associated
primes of M (Grifo 905, Theorem 6.27). By the prime avoidance lemma (Grifo 905, Theorem
3.29), I ⊆ p for some associated prime p of M . Then the composition R/I → R/p ↪→ M
is nonzero. Hence, HomR(R/I,M) = Ext0R(R/I,M) ̸= 0 and g = 0 = r. Proceeding by
induction on r, we may assume r > 0 and that the result holds for all finitely generated R-
modules N with IN ̸= N and having a maximal N -sequence of length at most r − 1. Let
N = M/x1M . Then IN ̸= N and x2, . . . , xr is a maximal N -sequence contained in I. Hence,
r − 1 = g(R/I,N) = g − 1 by Proposition 3.15. Thus, r = g, which completes the proof.

Corollary 3.17. Let R be a Noetherian ring, I an ideal of R, and M a finitely generated
R-module such that IM ̸=M . If x ∈ I is a regular element on M , then

gradeI/(x)M/xM = gradeI M/xM = gradeI M − 1.



Proof. For the first equality, observe that any sequence y in I is an M/xM -sequence if and only
if its image y in I/(x) is an M/xM -sequence. For the second equality, we have by Theorem
3.16 and Proposition 3.15,

gradeI M/xM = g(R/I,M/xM) = g(R/I,M)− 1 = gradeI M − 1.

Definition 3.18. Let (R,m) be a local ring and M a finitely generated R-module. Then
the depth of M , denoted depthM , is defined to be grademM ; i.e., the length of the longest
M -sequence from R.

Remark 3.19. Let R be a local ring and M a finitely generated R-module. By Theorem 3.16,
we have

depthM = inf{n | ExtnR(R/m,M) ̸= 0}.

Note: By convention, the depth of the zero module is infinity, since inf ∅ =∞.

Theorem 3.20. (Ischebeck’s Theorem) Let (R,m) be a local ring and M and N finitely gener-
ated R-modules. Then ExtiR(M,N) = 0 for i < depthN − dimM .

Proof. First, if either module is zero the result trivially holds. So assume M and N are nonzero
and let d = dimM . If d = 0 then M has finite length. Since ExtiR(R/m,N) = 0 for all
i < depthN by Remark 3.19, we have ExtiR(M,N) = 0 for all i < depthN by Lemma 2.22.
Hence, the result holds for the case d = 0.

Suppose d > 0 and assume the result holds for all finitely generated modules of dimension
less than d. Consider a filtration of M :

0 =M0 ⊂M1 ⊂ · · · ⊂Mn =M

where Mj/Mj−1
∼= R/pj for some primes p1, . . . , pn of R. (See Grifo 905 :Theorem 6.33.) Note

that each pj contains AnnRM , so dimR/pj ⩽ d for all j. Hence, if we show ExtiR(R/pj, N) = 0
for all i < depthN − dimR/pj and all j, then we’ll have ExtiR(Mj/Mj−1, N) = 0 for all i <
depthN − d and all j. Using the long exact sequences on Ext arising from the short exact
sequences

0→Mj−1 →Mj →Mj/Mj−1 → 0,

we can conclude ExtiR(Mj, N) = 0 for all i < depthN − d. Since Mn =M , we’ll be done.
Thus, assume M ∼= R/p for some prime p with dimR/p = d > 0. Since p ⊊ m, let x ∈ m \ p

and consider the short exact sequence

0→ R/p
x−→ R/p→ R/(p, x)→ 0.

Since dimR/(p, x) ⩽ d − 1, we have ExtiR(R/(p, x), N) = 0 for all i < depthN − d + 1 by the
induction hypothesis. Rewriting this, we have Exti+1

R (R/(p, x), N) = 0 for all i < depthN − d.
From the long exact sequence on Ext, we have

ExtiR(R/p,N)
x−→ ExtiR(R/p,N)→ Exti+1

R (R/(p, x), N).

By Nakayama’s Lemma, we see that ExtiR(R/p,N) = 0 for all i < depthN − d. This completes
the proof.



Corollary 3.21. Let (R,m) be a local ring and M a nonzero finitely generated R-module. Then
depthM ⩽ dimR/p for all p ∈ AssRM . In particular, depthM ⩽ dimM .

Proof. Let p ∈ AssRM . Then Ext0R(R/p,M) = HomR(R/p,M) ̸= 0. By Theorem 3.20,
depthM ⩽ dimR/p.

Example 3.22. Let k be a field and R = k[x1, . . . , xd+1]/(x1, . . . , xd+1)(xd+1). Let m =
(x1, . . . , xd+1)R. Then Rm has depth zero and dimension d. To see depthRm = 0, note that
mxd+1 = 0 in Rm, so mRm consists of zero-divisors. For dimRm, note that dim k[x1, . . . , xd+1]m
is a (d + 1)-dimensional domain, so dim k[x1, . . . , xd]m/I ⩽ d for any nonzero ideal I. Hence,
dimRm ⩽ d. On the other hand, dimRm ⩾ dimRm/(xd+1)Rm = dim k[x1, . . . , xd](x1,...,xd) = d.
Thus, dimRm = d.

4 The Koszul complex

Let C and D be chain complexes with differentials ∂C and ∂D, respectively. Recall the definition
of the tensor product complex C ⊗R D (see Grifo 915: Remark 6.14): For all n,

(C ⊗R D)n =
⊕

p+q=n

Cp ⊗R Dq

and
∂C⊗RD
n (c⊗ d) = ∂Cp (c)⊗ d+ (−1)pc⊗ ∂Dq (d)

for c ∈ Cp and d ∈ Dq and p+ q = n.
For ease of notation, we often suppress the superscripts and subscripts on the differentials so

long as they are clear from the context. For an element c of a complex C, we define the degree
of c, denoted |c|, to be p if c ∈ Cp. Thus, the differential of C ⊗R D can be expressed as

∂(c⊗ d) = ∂(c)⊗ d+ (−1)|c|c⊗ ∂(d).

Definition 4.1. Let R be a ring and x = x1, . . . , xn a sequence of elements in R. We define
the Koszul complex K(x) of x (on R) inductively as follows: When n = 1, we define K(x1) to
be the complex

0→ R
x−→ R→ 0,

where the R on the right is in homological degree 0. Suppose n > 1 and let x′ = x1, . . . , xn−1.
Assume that K(x′) has been defined. Then we set K(x) := K(x′)⊗R K(xn).

Example 4.2. Let R be a ring and x, y elements of R. Let’s find K(x, y) = K(x)⊗RK(y). So
K(x, y) is the complex

(0→ R
x−→ R→ 0)⊗ (0→ R

y−→ R→ 0).

To track degrees, let’s write K(x) as 0→ K1
x−→ K0 → 0 and K(y) as 0→ L1

y−→ L0 → 0, where
Ki = Li = R for all i = 0, 1. Then K(x)⊗K(y) has the form

0→ K1 ⊗R L1
∂2−→ (K0 ⊗ L1)⊕ (K1 ⊗R L0)

∂1−→ K0 ⊗R L0 → 0.



Using the rule for the differential of a tensor product of complexes, we obtain

∂2(1⊗ 1) = x⊗ 1− 1⊗ y
∂1(1K0 ⊗ 1L1) = 0⊗ 1 + 1⊗ y = 1⊗ y
∂1(1K1 ⊗ 1L0) = x⊗ 1− 1⊗ 0 = x⊗ 1

∂0(1⊗ 1) = 0⊗ 1 + 1⊗ 0 = 0⊗ 0.

Now, each Ki ⊗ Lj
∼= R by virtue of the map sending 1⊗ 1 to 1. Under this identification,

the resulting complex is

0→ R

 x
−y


−−−−→ R2

(
y x

)
−−−−−→ R→ 0,

where again the rightmost R is in degree 0.

Definition 4.3. Let x be a (finite) sequence of elements of R and M an R-module. Then the
Koszul complex of x on M is defined to be K(x;M) := K(x)⊗R M .

Example 4.4. Let R = k[x, y] be a polynomial ring over a field k and let M = R/(y). Then
using Example 4.2 and that M ∼= k[x], we have K(x, y;M) = K(x, y)⊗RR/(y) is isomorphic to

0→ k[x]

x
0


−−−→ k[x]2

(
0 x

)
−−−−−→ k[x]→ 0.

Definition 4.5. Let R be a ring and C a complex of R-module. Then the shift or suspension
ΣC of C is the complex defined by (ΣC)i = Ci−1 and ∂

ΣC = −∂C . Note that Hi(ΣC) = Hi−1(C).

Construction 4.6. Let C be a complex of R-modules and x ∈ R. Let C(x) denote the complex
C ⊗R K(x). Note that for all i

C(x)i = (Ci−1 ⊗R R)⊕ (Ci ⊗R R) ∼= Ci−1 ⊕ Ci.

Let (u, v) ∈ C(x)i−1, where u ∈ Ci−1 and v ∈ Ci. Then

∂C(x)(u, v) = ∂C(x)(u⊗ 1 + v ⊗ 1)

= ∂(u)⊗ 1 + (−1)|u|u⊗ x+ ∂(v)⊗ 1 + (−1)|v|v ⊗ 0

= (∂(u), ∂(v) + (−1)|u|xu) ∈ C(x)i−1.

There exists chain maps α : C → C(x) and β : C(x)→ ΣC given by

α(v) := (0, v) ∈ C(x)i
β(u, v) := (−1)|u|u ∈ (ΣC)i

for u ∈ Ci−1 and v ∈ Ci. One can easily check that these maps commute with differentials, and
so are indeed chain maps. (Keep in mind that the differential of ΣC is −∂C .) Hence, we have
a short exact sequence of complexes

0→ C
α−→ C(x)

β−→ ΣC → 0.

This leads to the long exact sequence on homology

· · · → Hi(C)
α∗−→ Hi(C(x))

β∗−→ Hi−1(C)
δi−1−−→ Hi−1(C)→ · · · ,

where here we have used the identification Hi(ΣC) with Hi−1(C).



Lemma 4.7. The connecting homomorphism δi−1 : Hi−1(C) → Hi−1(C) in the long exact se-
quence above is multiplication by x for all i.

Proof. This is a classic diagram chase argument. Consider the commutative diagram

0 Ci Ci−1 ⊕ Ci Ci−1 0

0 Ci−1 Ci−2 ⊕ Ci−1 Ci−2 0

α

∂C

β

∂C(x) −∂C

α β

Let z ∈ Hi(ΣC) = Hi−1(C), where z ∈ Ci−1 is a cycle. Lift z via β to ((−1)|z|z, 0) ∈ Ci−1 ⊕ Ci.
Then ∂C(x)((−1)|z|z, 0) = (0, xz) and α−1(0, xz) = xz. (Note: here we are using z is a cycle in
C.) Hence, δi−1(z) = xz = xz, where ∗ denotes image in homology.

Definition 4.8. Let R be a ring, x = x1, . . . , xn elements of R and M an R-module. Then
Hi(x;M) := Hi(K(x;M) is called the ith Koszul homology of M with respect to x.

Proposition 4.9. Let R be a ring, M an R-module, and x = x1, . . . , xn ∈ R be a sequence of
elements. Let KM = K(x;M).

(a) KM
i
∼= M(ni) for all i; in particular, KM

i = 0 for i < 0 and i > n.

(b) For all i, ∂(KM
i ) ⊆ (x)KM

i−1;

(c) H0(x;M) =M/(x)M .

(d) Hn(x;M) = (0 :M (x)).

(e) If x is an M-sequence then Hi(x;M) = 0 for i ⩾ 1.

Proof. We proceed by induction on n. In the case n = 1, KM is the complex

0→M
x1−→M → 0.

It is clear part (a) holds and that H0(x1;M) ∼= M/x1M , H1(x1;M) = (0 :M x1) and ∂(K
M
1 ) =

x1M . If x1 is regular on M then H1(x1;M) = 0.
Suppose n > 1 and all parts hold for smaller values. Let x′ = x1, . . . , xn−1 and C = K(x′;M).

Note that KM = C(xn). From Construction 4.6 we have that KM
i = C(xn)i ∼= Ci−1 ⊕ Ci. By

the n− 1 case, we have Ci−1
∼= M(n−1

i−1) and Ci
∼= M(n−1

i ) for all i. Part (a) now follows. We also
have by the n− 1 case that ∂C(Ci) ⊆ (x′)Ci for all i. From Construction 4.6, we have

∂(KM
i ) = ∂(C(x)i) ⊆ ((x′)Ci−2, (x

′)Ci−1 + xnCi−1) ⊆ (x)C(x)i = (x)KM
i−1.

For the remaining parts, we have by Construction 4.6 and Lemma 4.7 the long exact sequence

· · · → Hi(x
′;M)→ Hi(x;M)→ Hi−1(x

′;M)
xn−→ Hi−1(x

′;M)→ · · ·

By the induction hypothesis, Hn−1(x
′;M) = (0 :M (x′)) and H0(x

′;M) ∼= M/(x′)M . From the
l.e.s. above, we have the exact sequences

0→ Hn(x;M)→ (0 :M (x′))
xn−→ (0 :M (x′))



and
M/(x′)M

xn−→M/(x′)M → H0(x;M)→ 0.

This proves (b) and (c).
Suppose x is an M -sequence. By induction, we have that Hi(x

′;M) = 0 for all i ⩾ 1. From
the long exact sequence above we obtain Hi(x;M) = 0 for i ⩾ 2. It also yields the exact sequence

0→ H1(K
M)→M/(x′)M

xn−→M/(x′)M.

Since xn is a regular element on M/(x′)M we conclude H1(x;M) = 0.

Remark 4.10. Let R be a Noetherian ring, x = x1, . . . , xn ∈ R, and M a finitely generated
R-module. Then Hi(x;M) is a finitely generated R-module for all i. This is because Hi(x;M)

is a subquotient of KM
i =M(ni), which is finite direct sum of copies of M . As M is Noetherian,

so is KM
i .

The converse of part (d) of Proposition 4.9 holds in strengthened form under certain condi-
tions:

Theorem 4.11. Let R be a Noetherian ring, M a nonzero finitely generated R-module, and
x = x1, . . . , xn ∈ J(R). The following are equivalent:

(a) x is an M-sequence;

(b) Hi(x;M) = 0 for all i ⩾ 1;

(c) H1(x;M) = 0.

Proof. From Proposition 4.9, we have (a) implies (b), and the implication (b) to (c) is obvious.
We prove (c) implies (a) by induction on n. Suppose n = 1. Since (0 :M x1) = H1(x1;M) = 0
we have that x1 is a non-zero-divisor on M . And as x1M ̸= M by Nakayama’s lemma, we see
that x1 is M -regular.

Suppose that n > 1. As in the proof of Proposition 4.9, we have the long exact sequence

· · · → Hi(x
′;M)→ Hi(x;M)→ Hi−1(x

′;M)
xn−→ Hi−1(x

′;M)→ · · · ,

where x′ = x1, . . . , xn−1. From the assumption H1(x;M) = 0 we obtain the exact sequence

H1(x
′;M)

xn−→ H1(x
′;M)→ 0.

Thus, xn H1(x
′;M) = H1(x

′;M). Since xn ∈ J(R) and H1(x
′;M)) is finitely generated by

Remark 4.10, we obtain that H1(x
′;M) = 0. By the induction hypothesis, x′ is an M -sequence.

From the exact sequence
0→ H0(x

′;M)
xn−→ H0(x

′;M)

we conclude that xn is a non-zero-divisor on M/(x′)M . Since (x)M ̸= M by Nakayama, we
conclude that x is an M -sequence.

Corollary 4.12. Let R be a ring and x = x1, . . . , xn an R-sequence. Then K(x) is a free
resolution of R/(x) of length n. If R is local then K(x) is a minimal free resolution of R/(x).

Proof. The first statement is clear from parts (a) and(e) of Proposition 4.9. For the second
statement, note that from part (b) of Proposition 4.9, ∂(K(x)) ⊆ (x)K(x) ⊆ mK(x). Hence,
K(x) is minimal (cf. Definition 5.7 and Lemma 5.9 of Grifo’s 915 Notes).



Corollary 4.13. Let R be a ring, x = x1, . . . , xn an R-sequence, and M an R-module. Then
for all i,

Hi(x;M) ∼= TorRi (R/(x),M).

Proof. By Corollary 4.12, K(x) is a free resolution of R/(x). Hence,

TorRi (R/(x),M) ∼= Hi(K(x)⊗R M) = Hi(K(x;M) = Hi(x;M).

Proposition 4.14. Let R be a ring, x = x1, . . . , xn ∈, and M an R-module. Let T1, . . . , Tn
be indeterminates and S = R[T1, . . . , Tn]. Let ϕ : S → R be the ring homomorphism given by
ϕ(Ti) = xi. Consider M as an S-module via restriction of scalars; i.e., Tiu = xiu for all i and
all u ∈M . Then for all i,

Hi(x;M) ∼= TorSi (S/(T),M).

Proof. First note that Hi(x;M) ∼= Hi(T;M) for all i. This is because the variables Ti act as
the xi’s on M . Since T forms an S-sequence, we have by Corollary 4.13 that Hi(T;M) ∼=
TorRi (S/(T),M) for all i.

Corollary 4.15. Let R be a ring, x = x1, . . . , xn ∈ R, andM an R-module. Then (x)Hi(x;M) =
0 for all i.

Proof. By Proposition 4.14, Hi(x;M) ∼= TorSi (S/(T),M), where S = R[T1, . . . , Tn]. By a
standard fact about Tor, we have Tj · TorSi (S/(T),M) = 0 for all j. Hence, xj Hi(x;M) =
Tj Hi(x,M) = 0 for all j.

Proposition 4.16. Let R be a ring and x = x1, . . . , xn ∈ R. Then for any short exact sequence
of R-modules

0→ L
f−→M

g−→ N → 0

there is a corresponding long exact sequence on Koszul homology

· · · → Hi(x;L)→ Hi(x;M)→ Hi(x;N)→ Hi−1(x;L)→ · · · .

Proof. Let K = K(x;R). For each i we obtain the commutative diagram

0 Ki ⊗R L Ki ⊗R M Ki ⊗R N 0

0 Ki−1 ⊗R L Ki−1 ⊗R M Ki−1 ⊗R N 0

1⊗f

∂⊗1

1⊗g

∂⊗1 ∂⊗1

1⊗f 1⊗g

where the two rows are exact as Ki is free (hence flat) for all i. Since K(x;A) = K ⊗R A for all
R-modules A, we have a short exact sequence of complexes

0→ K(x;L)
1⊗f−−→ K(x;M)

1⊗g−−→ K(x;N)→ 0.

Applying Theorem 2.28 of Grifo’s 915 Notes, we obtain the desired long exact sequence.

Lemma 4.17. Let (R,m) be a local ring and M a finitely generated R-module with pdRM = t.
Then ExttR(M,N) ̸= 0 for every nonzero finitely generated R-module N .



Proof. Let F• be a minimal free resolution of M . Let F• be

0→ Ft
ϕt−→ Ft−1 → · · · → F0 → 0,

where ϕt(Ft) ⊆ mFt−1. Applying HomR(−, N), we have the complex

HomR(Ft−1, N)
ϕ∗
t−→ HomR(Ft, N)→ 0.

It is easy to see that ϕ∗
t (HomR(Ft−1, N)) ⊆ mHomR(Ft, N). Since HomR(Ft, N) ∼= N rankFt ̸= 0,

we see that ExttR(M,N) = cokerϕ∗
t ̸= 0 by Nakayama.

Theorem 4.18. Let (R,m) be a local ring and M a nonzero finitely generated R-module of
finite injective dimension. Then idRM = depthR.

Proof. Let p = depthR and r = idRM . Let x = x1, . . . , xp ∈ m be a maximal R-sequence. Then
pdRR/(x) = p by Corollary 4.12. Hence, by Lemma 4.17, we obtain that ExtpR(R/(x),M) ̸= 0.
Thus, r = idRM ⩾ p. Also note depthR/(x) = 0 since x is a maximal R-sequence. Thus,
m ∈ AssRR/(x), so there exists an injection R/m ↪→ R/(x). Applying HomR(−,M) to the
resulting short exact sequence,

· · · → ExtrR(R/(x),M)→ ExtrR(R/m,M)→ 0,

where we have used that Exti(A,M) = 0 for all i > r = idRM for all R-modules A. Since
idRM = r, we have ExtrR(R/m,M) ̸= 0 by Proposition 2.24. Thus, ExtrR(R/(x),M) ̸= 0, which
implies r ⩽ p.

5 Cohen-Macaulay rings and modules

We first do a quick review of dimension theory in Noetherian rings:

Theorem 5.1. (Krull’s Principal Ideal Theorem) Let R be a Noetherian ring and p ∈ SpecR
such that p is minimal over an ideal generated by n elements. Then ht p ⩽ n.

Proof. See Grifo’s 905 notes, Theorem 8.5.

Proposition 5.2. Let (R,m) be a local ring. Then

dimR = min{n | there exists x1, . . . , xn ∈ m such that m =
√

(x1, . . . , xn) }.

Proof. See Grifo’s 905 notes, Corollary 8.14.

Definition 5.3. Let (R,m) be a local ring of dimension d. Then any d elements x1, . . . , xd ∈ m
such that m =

√
(x1, . . . , xd) is called a system of parameters for R.

Proposition 5.4. Let (R,m) be a d-dimensional local ring, M a nonzero finitely generated R-
module, and x ∈ m. Then dimM/xM ⩾ dimM − 1 with equality if and only if x ̸∈ p for all
p ∈ MinRM such that dimR/p = dimM .



Proof. Note that
√

AnnRM/xM =
√
(x) + AnnRM . (This is left as an exercise.) Thus,

dimM/xM = dimR/((x) + AnnRM) = dimR/(x), where R = R/AnnRM . Since dimM =
dimR and the minimal primes of M correspond to the minimal primes of R, it suffices to prove
the result in the caseM = R. Suppose first that x ∈ m and that dimR/(x) ⩽ dimR−2 = d−2.
Then by Proposition 5.2, there exist x1, . . . , xd−2 ∈ m such that m/(x) = m =

√
(x1, . . . , xd−2),

where here means image in R/(x). Lifting to R, we get m =
√
(x, x1, . . . , xd−1). But this

means m is minimal over an ideal generated by d − 1 elements, contradicting that dimR =
htm = d. Hence, dimR/(x) ⩾ d− 1. Thus, dimR/(x) is either d or d− 1. Suppose that x ∈ p
where dimR/p = d. Then p = p/(x) ∈ SpecR and dimR/p = dimR/p = d. So dimR/(x) = d.
Conversely, suppose dimR/(x) = d. Then there exists a prime ideal q ∈ SpecR such that
dimR/q = d. Lifting q to a prime p of R containing x, we have dimR/p = dimR/q = d. Thus,
dimR/(x) = d if and only if x ∈ p for some prime p such that dimR/p = d = dimR.

Definition 5.5. Let (R,m) be a Noetherian local ring. A finitely generated R-module M is
called Cohen-Macaulay (or CM for short) if M = 0 or depthM = dimM .

Examples 5.6.

• Zero-dimensional local rings are CM. E.g., R = k[x, y]/(x2, xy, y2).

• One-dimensional local domains are CM. E.g., R = Z(2) or R = k[x, y](x,y)/(x
3 − y2)

• Polynomials rings over a field (localized) are CM; E.g. R = k[x1, . . . , xd](x).

• Two-dimensional local UFDs are CM. (Exercise)

• R = k[x, y]/(x2, xy) (localized at (x, y)) is not CM, since depthR = 0 < 1 = dimR.
However, M = R/(x) is a CM R-module.

Proposition 5.7. Let (R,m) be a local ring and M a finitely generated R-module.

(a) If M is CM then dimR/p = dimM for all p ∈ AssRM .

(b) Suppose x is an M-sequence. Then M is CM if and only if M/(x)M is CM.

Proof. Part (a) follows immediately from Corollary 3.21 and the definition of CM. To prove (b),
it suffices to consider the case x = x, a single element. Suppose M is CM and x is M -regular.
We know depthM/xM = depthM −1 by Corollary 3.17. Since x is not in any associated prime
of M , we have dimM/xM = dimM − 1 by Proposition 5.4. Thus, depthM/xM = dimM/xM
and M/xM is Cohen-Macaulay. Conversely, assume M/xM is Cohen-Macaulay, where x is M -
regular. As above, we have depthM/xM = depthM − 1 and dimM/xM = dimM − 1. Hence,
dimM = depthM and M is Cohen-Macaulay.

Examples 5.8.

• Let R = k[x1, . . . , xd](x) and f a nonzero element of R (and a nonunit). Then R/(f) is
CM. Such rings are called local hypersurface rings.

• Let R = k[x, y, z]/(x) ∩ (y, z) (localized at (x, y, z)) is not CM. (Why?)



Remark 5.9. Let R be a ring, M an R-module, and x an M -sequence. Let S be a multi-
plicatively closed set of R. If (x)MS ̸= MS, then

x
1
∈ RS is an MS-sequence. To see this, it

suffices to consider the case x = x is a single element. But if 0 → M
x−→ M is exact, then so is

0→MS

x
1−→MS, as localization is exact.

An important consequence of this remark is:

Lemma 5.10. Let R be a Noetherian ring, I an ideal, andM a finitely generated R-module such
that IM ̸= M . Let S be a multiplicatively closed set of R. If IMS ̸= MS then grade(IS,MS) ⩾
grade(I,M).

Proposition 5.11. Let (R,m) be a local ring and M a finitely generated CM R-module. Then
for every p ∈ SuppRM , dimMp = grade(p,M). In particular, Mp is CM for all p ∈ SpecR.

Proof. Let p ∈ SuppRM . By Lemma 5.10 we have

dimMp ⩾ depthMp = grade(pRp,Mp) ⩾ grade(p,M).

Hence, if we show dimMp = grade(p,M) then Mp is CM. We’ll prove this by induction of
grade(p,M). If grade(p,M) = 0 then p ⊆ q for some q ∈ AssRM . By Proposition 5.7,
dimR/q = dimM . Hence q, and therefore p, is minimal in SuppRM . Consequently, dimMp =
0. Now suppose grade(p,M) > 0. Let x ∈ p be an M -regular element. By Proposition
5.7, M/xM is a CM R-module and grade(p,M/xM) = grade(p,M) − 1. By the induction
hypothesis, dim(M/xM)p = grade(p,M/xM). Since dim(M/xM)p = dimMp/xMp = dimMp−
1 by Proposition 5.4, we obtain that dimMp = grade(p,M) as desired.

Definition 5.12. Let R be a Noetherian ring. A finitely generated R-module M is called CM
if Mm is CM for all maximal ideals m of R. Equivalently, by the previous proposition, M is CM
if Mp is CM for all p ∈ SpecR.

Examples 5.13.

• Artinian rings are CM.

• Polynomial rings over a field are CM (see Theorem 5.21 below).

• One-dimensional domains (e.g., Z) are CM.

Definition 5.14. Let R be a Noetherian ring. For an ideal I of R, the height of I, denoted
ht I, is defined to the minimum of ht p for all primes p containing I.

Lemma 5.15. Let R be a Noetherian ring and I a proper ideal. Then grade I ⩽ ht I.

Proof. Let p be a prime containing I. Then using Corollary 3.21 and Lemma 5.10 we have

grade I ⩽ grade p ⩽ grade(pRp, Rp) = depthRp ⩽ dimRp = ht p.

Since this holds for all primes containing I, we conclude that grade I ⩽ ht I.

Theorem 5.16. Let R be a Noetherian ring. Then R is CM if and only if grade I = ht I for
all proper ideals I of R.



Proof. Suppose grade I = ht I for all proper ideals I. Let m be a maximal ideal of R. Then

depthRm = grade(mRm, Rm) ⩾ gradem = htm = dimRm.

Thus, Rm is CM, and since m was arbitrary, R is CM.
Now suppose R is CM. Let I ̸= R be an ideal and g = grade I. Let x = x1, . . . , xg be a

maximal R-sequence contained in I. Then I consists of zero-divisors on R/(x), so I is contained
in some p ∈ AssRR/(x). Since R/(x)R is CM, AssRR/(x) = MinRR/(x) and so p is minimal
over (x). Thus, ht I ⩽ ht p ⩽ g = grade I.

Proposition 5.17. Let (R,m) be a local ring. The following are equivalent:

(a) R is CM;

(b) Every system of parameters for R forms a regular sequence;

(c) Some system of parameters for R forms a regular sequence.

Proof. (c) =⇒ (a): let x1 . . . , xd be an s.o.p. for R which forms an R-sequence. Then d = dimR
and depthR ⩾ d. Hence, R is CM.

(b) =⇒ (c): a fortiori.
(a) =⇒ (b): We use induction on d = dimR. If d = 0 there is nothing to show. Suppose

d > 0 and the implication holds for all CM local rings of dimension less than d. Let x = x1, . . . , xd
be an s.o.p. for R. Thus, m is minimal over (x1, . . . , xd). Suppose x1 is a zero-divisor on R.
Then, as R is CM, x1 is in some minimal prime of R and dimR/(x1) = d. But then m/(x1)
is minimal over (x2, . . . , xd) ) (where denotes the image of a in R/(x1)). But this contradicts
KPIT, as htm/(x1) = dimR/(x1) = d. Thus, x1 is regular on R and R/(x1) is a d − 1-
dimensional CM local ring by Proposition 5.7(a). By the induction hypothesis, x2, . . . , xd forms
a regular sequence on R/(x1). Thus, x1, . . . , xd is an R-sequence.

Theorem 5.18. Let (R,m) be a CM local ring. Then dimR/I + ht I = dimR for any ideal I
of R.

Proof. We first do the case I = p is a prime ideal. Let x = x1, . . . , xg be a maximal R-sequence
contained in p. Note that g = grade p = ht p. Since p consists of zero-divisors on R/(x), and
R/(x) is CM, dimR/p = dimR/(x) = dimR − g, where we have used Proposition 5.4 for the
last equality. Hence, the formula holds when I is prime.

Let I be an arbitrary ideal. Let p ⊇ I be a prime ideal such that dimR/p = dimR/I. Then

dimR/I + ht I = dimR/p+ ht I ⩽ dimR/p+ ht p = dimR.

Now let p ⊇ I such that ht p = ht I. Then

dimR/I + ht I = dimR/I + ht p ⩾ dimR/p+ ht p = dimR.

Definition 5.19. A Noetherian ring R is called catenary if for any primes p ⊂ q of R, every
saturated chain of primes from p to q has the same length, namely ht q/p in R/p.



Corollary 5.20. Let R be a Noetherian ring which is the quotient of a CM ring. Then for all
primes p ⊂ q of R, ht q/p = ht q − ht p. In particular, R is catenary.

Proof. We first establish the equality. Let R = S/J where S is a CM ring. Since the primes of
R are in bijective inclusion-preserving correspondence with the primes of S which contain J , it
suffices to show the equality holds for primes in S. So let p ⊂ q be primes of S. Since Sq is CM,
we have by Theorem 5.18 that

ht q = dimSq = dimSq/pSq + ht pSq = ht q/p+ ht p.

To show R is catenary, let p ⊂ q be primes and p = p0 ⊂ p1 ⊂ · · · ⊂ pn = q be a saturated
chain; i.e. ht pi/pi−1 = 1 for all i = 1, . . . , n. Thus ht pi − ht pi−1 = 1 for i = 1, . . . n. Summing
these up, we obtain n = ht q − ht p.

Theorem 5.21. Let R be a CM ring and t1, . . . , tn indeterminates. Then R[t1, . . . , tn] is CM.

Proof. It suffices to prove the case n = 1. Let n be a maximal ideal of S = R[t] and m = n∩R.
Then m is a prime ideal of R and let W = R \m. Then Sn

∼= (SW )nW
∼= RW [t]nW

. Note that
RW is a CM local ring with maximal ideal mW , and nW ∩RW = mW . Thus, to prove Sn is CM,
we may assume S = R[t] where (R,m) is a CM local ring and n∩R = m. Note that n/mS is a
maximal ideal of S/mS ∼= (R/m)[t], which is a PID. Thus, n = (m, f(t))S, where f ∈ R[t] such
that the leading coefficient of f = f(t) is a unit in R. Let x1, . . . , xd be an s.o.p. for R. Then
x1, . . . , xd, f is an s.o.p. for Sn. (It is easy to see that the height of nS is d + 1.) Now, as Sn

is a faithfully flat R-algebra, x is an S-sequence by a homework exercise. And as the leading
coefficient of f is a unit in R, f is a non-zero-divisor on R/(x)[t] and hence also on Sn/(x)Sn.
Thus, x1, . . . , xd, f is an Sn-sequence and Sn is CM.

Definition 5.22. Let R be a ring. An R-algebra S is said to be finite type over R if S =
R[u1, . . . , un] for some u1, . . . , un ∈ S. Additionally, S is said to be essentially of finite type over
R if S is the localization of an R-algebra of finite type.

Corollary 5.23. Any algebra essentially of finite type over a field or the integers is catenary.

Proof. Let S be such an algebra. Then S is a localization of a quotient of the polynomial ring
k[t1, . . . , tn] for some n, where k is a field or Z. As k is CM, so is k[t1, . . . , tn] by Theorem 5.21.
Thus, any quotient of k[t1, . . . , tn] is catenary by Corollary 5.20. Noting that localizations of
catenary rings are catenary completes the proof.

6 Gorenstein rings

Definition 6.1. A Noetherian local ring R is said to be Gorenstein if R has finite injective
dimension as an R-module.

Proposition 6.2. Gorenstein local rings are CM.

Proof. By Theorem 4.18 and Corollary 2.25, we have depthR = idRR ⩾ dimR. Hence, R is
CM.



Lemma 6.3. Let (R,m) be a local ring and M an R-module of finite length. Let E = ER(R/m).
Then λR(M) = λR(HomR(M,E)).

Proof. We proceed by induction on λR(M). Suppose λR(M) = 1. Then M ∼= R/m. Then
HomR(M,E) ∼= HomR(R/m,E) ∼= ER/m(R/m) ∼= R/m. Hence, λR(HomR(M,E)) = 1. Now
assume M is a module of finite length n > 0 and that the result holds for all R-modules of
length less than n. Then there exists a short exact sequence

0→ L→M → N → 0

where λR(L) = 1 and λR(N) = n− 1. Applying the exact functor HomR(−, E), we obtain the
exact sequence

0→ HomR(N,E)→ HomR(M,E)→ HomR(L,E)→ 0.

We have by induction that λR(N) = λR(HomR(N,E)) and λR(L) = λR(HomR(L,E)). By the
additivity of length on short exact sequences, we obtain λR(M) = λR(HomR(M,E)).

Definition 6.4. Let (R,m) be a local ring and M an R-module. The socle of M , denoted
SocRM , is defined by

SocRM = (0 :M m) ∼= HomR(R/m,M).

Note that if M is finitely generated then SocRM is a finite dimensional R/m-vector space.

Proposition 6.5. Let (R,m) be a zero-dimensional local ring. Then R is Gorenstein if and
only if dimR/m SocRR = 1.

Proof. Suppose R is a zero-dimensional local Gorenstein ring. Then idRR < ∞, so idRR =
depthR ⩽ dimR = 0 by Theorem 4.18. Thus, R is injective. As R is indecomposable, we must
have R ∼= ER(R/m). Then

SocRR = SocRER(R/m) ∼= HomR(R/m,ER(R/m)) ∼= R/m.

Hence, dimR/m SocR = 1.
We claim quite generally that for zero-dimensional local rings R is essential over SocRR:

since mn = 0 for some n, we have that for every nonzero element y ∈ R, there exists an ℓ such
that mℓy ̸= 0 but mℓ+1y = 0. Thus, mℓy ∩ SocRR ̸= 0, proving the claim.

Given that dimR SocRR = 1, we have SocRR ∼= R/m. Then we have the diagram

ER(R/m)

0 R/m R

0

ess

i h

where h restricted to SocRR ∼= R/m is i (inclusion). Since i is injective and the inclusion
R/m ∼= SocRR ⊆ R is essential, we must have h is injective. But since λR(R) = λR(ER(R/m))
by Lemma 6.3, we obtain that h is an isomorphism. Hence, R is an injective R-module and R
is Gorenstein.



Examples 6.6. The examples below follow by computing the socle dimension. (Here, k is an
arbitrary field.)

• k is Gorenstein.

• k[x]/(x3) is Gorenstein.

• k[x, y]/(x2, y3) is Gorenstein.

• k[x, y]/(x2, xy, y2) is not Gorenstein.

• Z/(4) is Gorenstein.

• k[x, y, z]/(x2 − y2, x2 − z2, xy, xz, yz) is Gorenstein.

Proposition 6.7. If R is a local Gorenstein ring and p ∈ SpecR then Rp is Gorenstein.

Proof. By either Proposition 1.15 or using Corollary 2.4 together with Proposition 2.9, we have
idRp Rp ⩽ idRR. Hence, Rp is Gorenstein.

Definition 6.8. A Noetherian ring R is called Gorenstein if Rm is a Gorenstein local ring for
all maximal ideals m. By the previous proposition, this is equivalent to Rp being Gorenstein for
all primes p of R.

Lemma 6.9. Let S be a ring and {Fi}i⩾0 a set of additive functors on the category of S-modules
such that the following hold:

• F 0(−) is naturally equivalent to the functor HomS(−, N) for some S-module N ;

• F i(P ) = 0 for all i > 0 and projective S-modules P ;

• For any short exact sequence of S-modules 0 → A → B → C → 0 there is a long exact
sequence (which is natural on the category of short exact sequences of S-modules)

· · · → F i(C)→ F i(B)→ F i(A)→ F i+1(C)→ · · · .

Then for each i ⩾ 0, F i(−) is naturally equivalent to ExtiS(−, N).

Proof. This is a straightforward exercise, using the fact the ExtiS(−, N) also satisfies the three
properties above.

Theorem 6.10. Let R be a ring, M and N R-modules, and x ∈ R such that x is regular on
both R and N , and xM = 0. Let S = R/(x). Then

(a) HomR(M,N) = 0, and

(b) ExtiR(M,N) is naturally isomorphic to Exti−1
S (M,N/xN) for all i ⩾ 1.

Proof. For part (a), let f : M → N be an R-homomorphism. Then 0 = f(0) = f(xM) =
xf(M) ⊆ N . As x is regular on N , we see that f = 0.

For part (b), for i ⩾ 0 let F i(−) := Exti+1
R (−, N). Consider the exact sequence

0→ N
x−→ N → N/xN → 0.



Then for any S-module M we have (using part (a)):

0→ HomR(M,N/xN)→ Ext1R(M,N)
x−→ Ext1R(M,N)→ · · · .

Since xM = 0, we have xExt1R(M,N) = 0. Thus,

F 0(M) = Ext1R(M,N) ∼= HomR(M,N/xN) ∼= HomS(M,N/xN)

and the isomorphisms are natural. Now let P be a projective S-module. We wish to show that
F i(P ) = Exti+1

R (P,N) = 0 for all i ⩾ 1. Since P is direct summand of a free S-module, it suffices
to prove this when P = ⊕i∈IS is a free S-module. But since S = R/(x) and x is R-regular,

0→
⊕
i∈I

R
x−→

⊕
i∈I

R→ 0

is a free resolution of P as an R-module. Hence, ExtjR(P,N) = 0 for all j ⩾ 2.
Finally, let 0→ A→ B → C → 0 be a short exact sequence of S-modules. As HomR(A,N) =

HomR(B,N) = HomR(C,N) = 0 by part (a), we have a natural long exact sequence

0→ Ext1R(C,N)→ Ext1R(B,N)→ Ext1R(A,N)→ Ext2R(C,N)→ · · · .

Thus, we have a natural long exact sequence

0→ F 0(C)→ F 0(B)→ F 0(A)→ F 1(C)→ · · · .

Hence, by Lemma 6.9, we have for i ⩾ 1 that

ExtiR(M,N) = F i−1(M) ∼= Exti−1
S (M,N/xN),

and these isomorphisms are natural.

Theorem 6.11. Let (R,m) be a Noetherian local ring, M a finitely generated R-module, and
x ∈ m a regular element on R and M . Then

idR/(x)M/xM = idRM − 1.

Proof. Recall from Corollary 2.24 that

idRM = sup{n | ExtnR(k,M) ̸= 0}.

But by Theorem 6.10, for all i ⩾ 1, ExtiR(k,M) ∼= Exti−1
R/xR(k,M/xM). The result now follows.

Corollary 6.12. Let (R,m) be a Noetherian local ring and x a regular sequence on R. Then R
is Gorenstein if and only if R/(x) is Gorenstein.

Proof. It suffices to prove the result in the case x = x1, a regular sequence of length 1. But
by Theorem 6.11, idRR < ∞ if and only if idR/xRR/xR < ∞. Thus, the result follows by the
definition of Gorenstein.

Definition 6.13. Let (R,m, k) be a CM local ring of dimension d. The CM type of R, denoted
r(R), is defined to be dimk Ext

d
R(k,R).



Proposition 6.14. Let (R,m, k) be a CM local ring. Then:

(a) If x ∈ R is a regular element then r(R) = r(R/(x)).

(b) For any s.o.p. x of R, r(R) = dimk SocR/(x).

(c) R is Gorenstein if and only r(R) = 1.

Proof. Note that by Theorem 6.10, Extd−1
R/(x)(k,R/(x))

∼= ExtdR(k,R). Part (a) follows read-

ily. For (b), recall that any s.o.p. in a CM local ring generates an R-sequence. Hence, us-
ing part (a) and induction, we obtain r(R) = r(R/(x)). Since dimR/(x) = 0, r(R/(x)) =
dimk HomR(k,R/(x)) = dimk SocR/(x).

Finally, let x be an s.o.p. for R. By Corollary 6.12, R is Gorenstein and only if R/(x) is
Gorenstein. As R/(x) is zero-dimensional, by Proposition 6.5, R/(x) is Gorenstein if and only
if dimk SocR/(x) = 1, which is if and only if r(R) = 1 by part (b).

Corollary 6.15. Let (R,m, k) be a local ring. Then the following are equivalent:

(a) R is Gorenstein.

(b) µi(p,R) = δi ht p for all i and p ∈ SpecR. (Here, δij is the Kronecker delta function.)

Proof. Let d = dimR. Assume (b) holds. Then clearly µi(p,R) = 0 for i > d for all p ∈ SpecR.
Hence, idRR ⩽ d by Proposition 2.9(b). Hence R is Gorenstein.

Now suppose R is Gorenstein. As R is CM, depthR = d, so ExtiR(k,R) = 0 for all i < d
by Remark 3.19. Since idRR = depthR = d by Theorem 4.18, we have ExtiR(k,R) = 0 for all
i > d. Thus, µi(m,R) = 0 for all i ̸= d. Since r(R) = 1, µd(m,R) = 1. This establishes (b) in
the case p = m. But for any p ∈ SpecR, µi(p,R) = µi(pRp, Rp) (by Theorem 2.5) and Rp is
Gorenstein. Thus, as pRp is the maximal ideal of Rp, we have by the maximal ideal case that
µi(p,R) = δi ht p.

Corollary 6.16. Let R be a local Gorenstein ring. Then a minimal injective resolution of R
has the form

0→
⊕
ht p=0

ER(R/p)→
⊕
ht p=1

ER(R/p)→ · · · →
⊕

ht p=d−1

ER(R/p)→ ER(R/m)→ 0.

Proof. This follows from Corollary 6.15 and Theorem 2.5.

Proposition 6.17. Let R be a Gorenstein ring and x an indeterminate. Then R[x] is Goren-
stein.

Proof. Homework exercise.

7 Regular local rings and modules of finite projective

dimension

Definition 7.1. Let (R,m, k) be a local ring. Then the embedding dimension of R, denoted
edimR, is defined to be the least number of elements needed to generate m; i.e., edimR =
rankkm/m

2 (by Nakayama).



Remark 7.2. For any local ring R we have edimR ⩾ dimR by Krull’s Principal Ideal Theorem.

Lemma 7.3. Let (R,m, k) be a local ring and I ⊆ m an ideal. Then

edimR/I = edimR− dimk I/I ∩m2.

In particular, for x ∈ m, edimR/(x) ⩾ edimR− 1 with equality if and only if x ̸∈ m2.

Proof. Let n = m/I be the maximal ideal of R/I. Then n/n2 ∼= m/(m2 + I). Thus,

edimR/I = dimk n
/n2

= dimkm/(m
2 + I)

= dimkm/m
2 − dimk(m

2 + I)/m2

= edimR− dimk I/I ∩m2.

If I = (x), then I/I ∩m2 = kx where x is the image of x in I/I ∩m2. Hence, dimk I/I ∩m2 =
dimk kx ⩽ 1, with equality if and only if x ̸= 0, i.e., x ̸∈ m2.

Example 7.4. Let R = k[x, y, z](x,y,z). Since edimR ⩾ dimR = 3, we see that edimR = 3 as
the maximal ideal is 3-generated. Now let S = R/(xy− z2, x3z+y4, x2−yz3). Then edimS = 3
by the above lemma. What about R/(xy − z2, y + xz3)?

Definition 7.5. Let (R,m, k) be a local ring. Then R is said to be a regular local ring (or
RLR, short) if edimR = dimR. If m = (x1, . . . , xd) where d = dimR, then x1, . . . , xd is called
a regular system of parameters.

Examples 7.6. The following are examples of regular local rings:

• Any field

• Z(2)

• Z[x](2.x)

• k[x1, . . . , xd](x), where k is any field

• k[[x1, . . . , xd]] (formal power series over the field k)



Proposition 7.7. Regular local rings are domains.

Proof. Let (R,m) be a regular local ring. We use induction on d = dimR to show R is a domain.
Suppose d = 0. Then m = 0; i.e., R is a field. Next, assume d = 1. Then m = (x) for some
x ∈ m. Let p be a minimal prime of R. Let a ∈ p. Then a = rx for some r ∈ R. As rx ∈ p
and x ̸∈ p, we must have r ∈ p. Hence, a ∈ xp. As a ∈ p is arbitrary, we have p = xp. By
Nakayama’s lemma, p = 0 and thus R is a domain.

Now suppose d > 1. By prime avoidance, choose x ∈ m \ m2 and such that x ̸∈ p for
any p ∈ MinR. Then edimR/(x) = edimR − 1 and dimR/(x) = dimR − 1 by Lemma 7.3
and Proposition 5.4. Thus R/(x) is a regular local ring of dimension d − 1. By the induction
hypothesis, we have R/(x) is a domain and hence (x) is a (non-minimal) prime ideal of R. Let
p ⊂≠ (x) be a minimal prime of R. Repeating the argument from the d = 1 case, we get p = xp,
so p = 0. Thus, R is a domain.

Corollary 7.8. Let (R,m) be a regular local ring and x ∈ m \ {0}. Then R/(x) is regular if
and only if x ̸∈ m2.

Proof. Let d = dimR = edimR and suppose x ∈ m \m2. Then, as R is a domain and x ̸= 0,
dimR/(x) = d − 1. Also, edimR/(x) = d − 1 by Lemma 7.3. Hence, R/(x) is regular. Now
suppose x ∈ m2 and x ̸= 0. Then edimR/(x) = edimR = dimR by Lemma 7.3. However, as R
is a domain and x ̸= 0, dimR/(x) = d− 1. Thus, R/(x) is not regular.

Example 7.9. Let R = k[x, y]/(x2, xy) localized at (x, y). Let m = (x, y)R. Then x ∈ m \m2

and R/(x) ∼= k[y](y) is a RLR. However, R is not a RLR.

Corollary 7.10. Let R be an RLR and x1, . . . , xd a regular system of parameters. Then
(x1, . . . , xi) is a prime ideal of height i for each i = 1, . . . , d.

Proof. We use induction on i to show (x1, . . . , xi) is a prime ideal. As in the proof of the
previous proposition, we have edimR/(x1) ⩽ d − 1 ⩽ dimR/(x1), so R/(x1) is a RLR, hence
a domain. Thus, (x1) is a prime ideal. Suppose i > 1. Then R/(x1) is a RLR and x2, . . . , xd
a regular system of parameters for R/(x1). Hence, (x2, . . . , xi) is a prime ideal of R/(x1) (by
the induction hypothesis on i). Lifting to R, we see that (x1, . . . , xi) is a prime ideal of R. The
height of (x1, . . . , xi) is at most i by KPIT. On the other hand, the chain of primes

(0) ⊊ (x1) ⊊ (x1, x2) ⊊ · · · ⊊ (x1, . . . , xi)

shows that the height of (x1, . . . , xi) is at least i.

Proposition 7.11. Regular local rings are Gorenstein.

Proof. Let x = x1, . . . , xd be a regular system of parameters. As R is a domain, x1 is a regular
element on R. As (x1) is a prime ideal by the previous corollary, we have x2 is regular on R/(x1).
Continuing in this fashion, we conclude that x is a regular sequence on R. Thus, depthR = d
and R is CM. Since x = x1, . . . , xd is a regular sequence, we have r(R) = r(R/(x)) by Proposition
6.14. Since m = (x), SocRR/(x) = R/m, which is a one-dimensional R/m-vector space. Thus,
r(R) = 1 and R is Gorenstein by Proposition 6.14.

We now arrive at a key question that proved perplexing for ring theorists in the 1950s:

Localization Question: Suppose R is a RLR and p ∈ SpecR. Must Rp be a RLR?

The solution to this question resulted in the “homological revolution” in commutative algebra.
We first need several results on modules of finite projective dimension.



Definition 7.12. Let R be a ring and M an R-module. Then the projective dimension of M ,
denoted pdRM , is defined to be the supremum of the lengths of all projective resolutions of M .
(Recall that the length of a resolution P• is sup{n | Pn ̸= 0}.)

Lemma 7.13. Let R be a ring N an R-module and n ⩾ 0 an integer. Suppose ExtiR(R/I,N) = 0
for all ideals I of R and i > n. Then idRN ⩽ n.

Proof. We use induction on n. If n = 0, the result follows from Remark 1.1(b). Suppose n > 0
and the result holds for all integers less than n. If idRN = 0 there is nothing to prove. Suppose
idRN > 0. Let E = ER(N) and C = E/N . Consider the exact sequence

0→ N → E → C → 0.

Let I be an ideal and apply HomR(R/I,−) to the above sequence:

· · · → Exti−1
R (R/I,E)→ Exti−1

R (R/I, C)→ ExtiR(R/I,N)→ ExtiR(R/I,E)→ · · · .

We have ExtiR(R/I,N) = 0 for all i > n, where n > 0. As E is injective, Exti−1
R (R/I,E) = 0 for

all i− 1 > 0, so certainly for all i− 1 > n− 1 ⩾ 0. Thus, Exti−1
R (R/I, C) ∼= ExtiR(R/I,N) = 0

for all i− 1 > n− 1. By the induction hypothesis, we obtain idR C ⩽ n− 1. Hence, idRN ⩽ n.

Lemma 7.14. Let R be a ring M an R-module and n ⩾ 0 an integer. Suppose ExtiR(M,N) = 0
for all R-modules N and i > n. Then pdRM ⩽ n.

Proof. The proof is similar to the proof of Lemma 7.13, where here we use that M is projective
if and only if ExtiR(M,N) = 0 for all i > 0 and R-modules N .

Lemma 7.15. Let R be a ring and 0 → L → M → N → 0 be a short exact sequence of R-
modules. Then

(a) If any two of L, M and N have finite projective dimension, so does the third.

(b) If pdRN > pdRM , then pdR L = pdRN − 1.

Proof. Part (a) follows readily from Lemma 7.14 and the long exact sequence on Ext∗R(−, B) for
an arbitrary R-module B. For part (b), let ℓ = pdR L, m = pdRM , and n = pdRN . As we are
assuming, n > m, we must have m < ∞. If n = ∞ then ℓ = ∞ by part (a), and so (b) holds.
Assume n < ∞. Then Exti+1

R (N,B) = ExtiR(M,B) = 0 for all i > n − 1 and all R-modules B
(here we are using n− 1 ⩾ m). From the l.e.s. on Ext∗R(−, B), we obtain that ExtiR(L,B) = 0
for all i > n − 1 and all B, so pdR L ⩽ n − 1. Since pdRN = n, there exists an R-module C
such that ExtnR(N,C) ̸= 0. Since ExtnR(M,C) = 0, we have from the l.e.s.

Extn−1
R (L,C)→ ExtnR(N,C)→ 0

is exact. Hence, Extn−1
R (L,C) ̸= 0 and pdR L = n− 1.

An important consequence of this lemma is the following:

Proposition 7.16. Let R be a ring, M an R-module and n ⩾ 0 an integer. The following
conditions are equivalent:



(a) pdRM ⩽ n;

(b) Given any exact sequence

Pn−1
∂n−1−−−→ Pn−2 → · · · → P1

∂1−→ P0
∂0−→M → 0

such that Pi is projective for each i, we have ker ∂n−1 is projective.

Proof. (b) =⇒ (a): By the existence of projective resolutions one can construct an exact
sequence as in (b) for any n ⩾ 0. Let Pn = ker ∂n−1. Then

0→ Pn → Pn−1 → · · · → P0 → 0

is a projective resolution of M of length at most n.
(a) =⇒ (b): Let Ki = ker ∂i−1 for i = 1, . . . , n and set K0 = M . We wish to show that Kn

is projective. Observe we have short exact sequences

0→ Ki → Pi−1 → Ki−1 → 0

for i = 1, . . . , n. Suppose Ki−1 is projective for some 1 ⩽ i ⩽ n. Then the map Pi−1 → Ki−1

splits and Pi−1
∼= Ki ⊕Ki−1. Hence, Ki is projective. Repeating this argument, we obtain that

Kj is projective for all j ⩾ i − 1, and in particular Kn is projective. Assume now that Ki−1

is not projective for all 1 ⩽ i ⩽ n. Then pdRKi−1 > pdR Pi = 0 for all 1 ⩽ i ⩽ n. By part
(b) of Lemma 7.15, we have pdRKi = pdRKi−1 − 1 for i = 1, . . . , n. From this we obtain that
pdRKi = pdRK0− i for all i = 1, . . . , n. In particular, pdRKn = pdRK0− n ⩽ 0, and so Kn is
projective.

Theorem 7.17. Let R be a ring and n ⩾ 0 an integer. The following conditions are equivalent:

(a) pdRR/I ⩽ n for every ideal I of R;

(b) pdRM ⩽ n for every R-module M ;

(c) idRN ⩽ n for all R-modules N ;

(d) ExtiR(M,N) = 0 for all i > n and all R-modules M and N .

Proof. (a) =⇒ (c): Let N be an R-module. By assumption (a), pdRR/I ⩽ n for all ideals I
of R. Thus, ExtiR(R/I,N) = 0 for all i > n. Hence, by Lemma 7.13, idRN ⩽ n.

(c) =⇒ (d): Trivial.
(d) =⇒ (b): This follows from Lemma 7.14.
(b) =⇒ (a): Trivial.

Definition 7.18. Let R be a ring. Then the global dimension of R, denoted gl-dimR, is defined
to be the least integer n (if it exists) such that R satisfies any of the equivalent conditions for
n in Theorem 7.17. If such an n does exist, R is said to have finite global dimension.

Theorem 7.19. Let (R,m) be a local ring. The following conditions are equivalent for an
integer n:



(a) R has global dimension n;

(b) pdR k = n;

(c) idR k = n.

Proof. (a) =⇒ (b): By (a), we have pdR k ⩽ n. Suppose pdR k < n. Then TorRi (k,R/I) = 0
for all i > n− 1 and all ideals I, and hence pdRR/I ⩽ n− 1. This implies gl-dimR ⩽ n− 1, a
contradiction.

(b) =⇒ (c): Since pdR k = n, ExtiR(k, k) = 0 for all i > n and ExtnR(k, k) ̸= 0 by Proposition
7.22. Then idR k = n by Corollary 2.24.

(c) =⇒ (a): First, since idR k = n, we have ExtnR(k, k) ̸= 0 by Corollary 2.24. Thus,
gl-dimR ⩾ n. On the other hand, for all ideals I of R we have ExtiR(R/I, k) = 0 for all i > n,
which implies pdRR/I ⩽ n by Proposition 7.22. Thus, gl-dimR ⩽ n by Theorem 7.17.

For local rings, we have the concept of a minimal projective resolutions for finitely generated
modules:

Definition 7.20. Let (R,m) be a local ring andM a finitely generated R-module. A projective
resolution P• of M is said to be minimal if ∂i(Pi) ⊆ mPi−1 for all i ⩾ 1.

Remark 7.21. Let (R,m) be a local ring. By Grifo’s 915 notes, we know that every finitely
generated module has a minimal projective (in fact, free) resolution (Lemma 5.9) and that the
length of any minimal projective resolution is the projective dimension of the module (Theorem
5.18).

Proposition 7.22. Let (R,m, k) be a local ring and M a finitely generated R-module. Then

pdRM = sup{n | TorRn (k,M) ̸= 0}
= sup{n | ExtnR(M,k) ̸= 0}.

Proof. Let F• be a minimal free resolution of M . Then k ⊗R F• is a complex with zero differ-
entials. Hence, for all i

TorRi (k,M) = Hi(k ⊗R F•) = k ⊗R Fi
∼= krankFi .

Hence, sup{n | TorRn (k,M) ̸= 0} = sup{n | Fn ̸= 0}, which is pdRM . Similarly, HomR(F•, k) is
a complex with zero differentials, so

ExtiR(M,k) = Hi(HomR(F•, k)) = HomR(Fi, k) ∼= krankFi .

Proposition 7.23. Let R be a ring, M and N finitely generated R-modules, and x ∈ R such
that xN = 0 and x is R- and M-regular. Then for all i ⩾ 0,

ExtiR(M,N) ∼= ExtiR/(x)(M/xM,N).

Proof. We first claim that TorRi (M,R/(x)) = 0 for all i ⩾ 1. Note that 0 → R
x−→ R → 0 is a

free resolution of R/(x). Hence, TorRi (M,R/(x)) = 0 for all i ⩾ 2. To compute TorR1 (M,R/(x)),
apply M ⊗R − to the resolution of R/(x) above:

0→M
x−→M → 0.



Thus, TorR1 (M,R/(x)) ∼= (0 :M x) = 0 since x is M -regular.
Now, let F• be a free resolution of M . Then Hi(F• ⊗R R/(x)) ∼= TorRi (M,R/(x)) = 0 for

i ⩾ 1 by the claim above. Also, H0(F• ⊗R R/(x)) ∼= M ⊗R R/(x) ∼= M/xM . Since Fi ⊗R R/(x)
is a free R/(x)-module for all i, we obtain that F•⊗RR/(x) is a free R/(x)-resolution ofM/xM .
Then using Hom-tensor adjointness along with xN = 0, we have

ExtiR(M,N) ∼= Hi(HomR(F•, N))

∼= Hi(HomR(F•,HomR/(x)(R/(x), N)

∼= Hi(HomR/(x)(F• ⊗R R/(x), N)

∼= ExtiR/(x)(M/xM,N).

Proposition 7.24. Let (R,m) be a local ring and M a nonzero finitely generated R-module.
Let x ∈ m be R-regular and M-regular. Then

pdR/(x)M/xM = pdRM.

Proof. Using Propositions 7.22 and 7.23, we have

pdRM = sup{n | ExtnR(M,k) ̸= 0}
= sup{n | ExtnR/(x)(M/xM, k) ̸= 0}
= pdR/(x)M/xM.

Theorem 7.25. (Auslander-Buchsbaum formula) Let (R,m) be a local ring and M a finitely
generated R-module of finite projective dimension. Then

pdRM + depthM = depthR.

Proof. We proceed by induction on depthR. Suppose depthR = 0. Suppose n = pdRM > 0
and let F• be a minimal free resolution of M . Consider the tail end of the resolution:

0→ Fn
∂−→ Fn−1 → · · · .

Since depthR = 0, SocRR = (0 :R m) ̸= 0 and hence SocR Fn ̸= 0. Since ∂(Fn) ⊆ mFn−1 one
easily checks that ∂(SocR Fn) ⊆ m(SocR Fn−1) = 0, contradicting the injectivity of ∂.

Suppose depthR > 0. If pdRM = 0 then M is free and depthM = depthR. Therefore,
the formula holds. Assume by way of (double) induction that pdRM > 0. If depthM > 0
one can choose (by prime avoidance) x ∈ R which is both R-regular and M -regular. Then
depthM/xM = depthM − 1, depthR/(x) = depthR − 1 and pdR/(x)M/xM = pdRM by
Proposition 7.24. Thus, using the induction hypothesis, we have

pdRM + depthM = pdR/(x)M/xM + depthM/xM + 1 = depthR/(x) + 1 = depthR,

which is what we wanted to show.
Now assume depthM = 0 (but still in the case depthR > 0 and pdRM > 0). Consider

the short exact sequence 0 → K → F → M → 0, where F is a finitely generated free R-
module. Then pdRK = pdRM − 1 by Lemma 7.15. Let x ∈ R be an R-regular element.



Then x is F -regular and hence also K-regular as K ⊆ F . Thus, pdRK = pdR/(x)K/xK,
depthR/(x) = depthR − 1, and depthK/xK = depthK − 1. Applying HomR(R/m,−) to the
s.e.s. above and using that HomR(k, F ) = 0, we have

0→ HomR(k,M)→ Ext1R(k,K)

is exact. Since HomR(k,M) ̸= 0 (as depthM = 0) we have Ext1R(k,M) ̸= 0, so depthK = 1.
Thus, since depthK > 0, we have

pdRM + depthM = pdRM = pdRK + 1 = pdRK + depthK = depthR.

Theorem 7.26. (Auslander-Buchsbaum-Serre Theorem) Let (R,m, k) be a local ring of dimen-
sion d. The following conditions are equivalent:

(a) R is a regular local ring;

(b) pdR k <∞;

(c) gl-dimR = d.

Proof. (a) =⇒ (c): Let x = x1, . . . , xd be a regular system of parameters. Since R is Gorenstein
(and hence CM), x1, . . . , xd is an R-sequence. Thus, the Koszul complex K(x) is a minimal free
resolution of R/(x) = R/m by Corollary 4.12, which implies pdR k = d. By Theorem 7.19,
gl-dimR = d.

(c) =⇒ (b): Immediate from the definition of global dimension.
(b) =⇒ (a): We proceed by induction on d. If d = 0 then depthR = 0. Thus, by

the Auslander-Buchsbaum formula, pdR/m = 0, i.e., R/m is a free R-module. But since
m · R/m = 0 and the annihilator of any nonzero free module is 0, we must have m = 0. Thus,
R is a field, which is a regular local ring.

Suppose d > 0. Note we must have depthR > 0. Otherwise, by the argument in the
preceding paragraph, pdRR/m = 0 and R is a field, contradicting that d > 0. Thus, m ̸∈
AssRR. By prime avoidance, we can choose x ∈ m \m2 such that x is not in any associated
prime of R. Hence, x is a minimal generator for m and a regular element on R. Therefore,
dimR/(x) = d − 1 and edimR = edimR − 1. If we show that pdR/(x)R/m < ∞, then R/(x)
is regular and thus R is regular. From the exact sequence 0 → m/(x) → R/(x) → R/m → 0,
it suffices to show that pdR/(x)m/(x) < ∞. Since x is regular on both R and m, we have by
Proposition 7.24 that pdR/(x)m/xm = pdRm = pdRR/m−1 <∞ (see Lemma 7.15 for the last
equality). Since (x) ⊃ xm, we have a natural surjection f : m/xm→ m/(x). We claim this map
splits. Let x1, . . . , xs be a minimal generating set for m, where x1 = x. Then m/(x) is generated
over R/(x) by x2, . . . , xs. Define g : m/(x) → m/xm by g(

∑s
i=2 rixi + (x)) =

∑s
i=2 rixi + xm

(using coset notation). To show g is well-defined, suppose
∑s

i=2 rixi + (x) = 0 + (x). Then∑s
i=2 rixi = r1x. Since x1, . . . , xs is a minimal generating set for m, we must have r1 ∈ m.

Hence,
∑s

i=2 rixi ∈ xm, so g(
∑s

i=2 rixi + (x)) = 0 + xm. Thus, g is well-defined. It is easily
seen that fg = idm/(x). As f splits, m/xm ∼= m/(x) ⊕ T for some R/(x)-module T . Since

Tor
R/(x)
i (k,m/xm) ∼= Tor

R/(x)
i (k,m/(x)) ⊕ Tor

R/(x)
i (k, T ) for all i, we see that pdR/(x)m/(x) ⩽

pdR/(x)m/xm <∞ by Proposition 7.22. This proves the claim and finishes the proof.

We can now finally answer the localization question:



Corollary 7.27. Let (R,m) be a regular local ring and p ∈ SpecR. Then Rp is a RLR.

Proof. Let d = dimR and p ∈ SpecR. By Theorem 7.26, gl-dimR = d and so pdRR/p ⩽ d.
As localization is exact, if P• is a projective resolution of R/p, then (P•)p is a projective Rp-
resolution of (R/p)p = k(p). Thus, pdRp

k(p) ⩽ d <∞ and Rp is a RLR by Theorem 7.26.

Definition 7.28. A Noetherian ring R is said to be regular if Rm is a regular local ring for all
maximal ideals m of R (equivalently, for all prime ideals p of R.

Example 7.29. The following are examples of regular rings:

• Z

• Q×Q (exercise). Hence, regular rings are not necessarily domains.

• Any ring of algebraic integers; i.e., the integral closure of Z in a finite field extension of Q
(proof later).

• k[x1, . . . , xn] and Z[x1, . . . , xn], where k is a field and x1, . . . , xn are indeterminates (see
below).

• There exist regular rings of infinite Krull dimension (Nagata).

Proposition 7.30. Let R be a regular ring and x an indeterminate. Then R[x] is regular.

Proof. Homework exercise.

8 Serre’s conditions and normal rings

Definition 8.1. Let R be a Noetherian ring and n ⩾ 0 an integer. The ring R is said to satisfy
Sn if depthRp ⩾ min{n, dimRp} for all p ∈ SpecR. R is said to satisfy Rn if Rp is a regular local
ring for all primes p with dimRp ⩽ n. The conditions Sn and Rn are called Serre’s conditions.

Remark 8.2. Let R be a Noetherian ring.

(a) R satisfies Sn (respectively, Rn) for all n if and only R is Cohen-Macaulay (respectively,
regular).

(b) R satisfies S1 if and only if AssRR = MinRR.

(c) R satisfies R0 if and only if Rp is a field for all p ∈ MinR.

Proposition 8.3. A Noetherian ring R is reduced if and only if R satisfies S1 and R0.

Proof. Suppose R is reduced. Then (0) is the intersection of all primes of R, and hence the
intersection of all the minimal primes: p1 ∩ · · · ∩ pn = 0 where MinRR = {p1, . . . , pn}. This is
an irredundant primary decomposition for 0 (or more properly, R = R/(0)). Thus, MinRR =
AssRR and R satisfies S1. Since piRpj = Rpi for all i ̸= j and using that localization commutes
with finite intersections, we obtain

piRpi = p1Rpi ∩ · · · ∩ piRpi ∩ · · · ∩ pnRpi

= (p1 ∩ · · · ∩ pn)Rpi

= (0)Rpi .



Thus, Rpi is a field and R satisfies R0.
Conversely, suppose R satisfies S1 and R0. Thus, MinRR = AssRR and Rp is a field for

all p ∈ MinRR. Suppose r ∈ R is nilpotent, say rn = 0. Let p ∈ MinRR. As Rp is a field,
r
1
= 0 in Rp. Thus, there exists s ∈ R \ p such that sr = 0. Hence, (0 :R r) ̸⊂ p for all

p ∈ MinRR = AssRR. By prime avoidance, this implies there exists z ∈ (0 :R r) which is a
non-zero-divisor on R. Since zr = 0 we conclude r = 0. Hence, R is reduced.

Definition 8.4. Let R be a ring and W ⊂ R the set of all non-zero-divisors of R. The ring RW

is called the total quotient ring or total ring of fractions of R and is denoted TQ(R).

The total quotient ring is a natural generalization of the ring of fractions of a domain. Note
that the map R → RW is injective, so one can consider R as a subring of TQ(R). Note that if

R is Noetherian, W = R \
⋃

p∈AssR R

p.

Remark 8.5. If R = R1 × · · · ×Rn then TQ(R) = TQ(R1)× · · · × TQ(Rn).

Proof. Exercise.

Let R ⊆ S be rings. Recall that the set of elements of S which are integral over R forms
a subring of S, called the integral closure of R in S. It is straightforward to show that if T is
the integral closure of R in S, and W is any multiplicatively closed subset of R, then TW is the
integral closure of RW in SW .

Recall that a domain R is called normal if it is integrally closed in its field of fractions (cf.
Grifo 905 notes, Definition 1.28). By the preceeding paragraph, if R is a normal domain, so is
RW for any multiplicatively closed set W of R. The following definition generalizes this notion
to (Noetherian) reduced rings:

Definition 8.6. A Noetherian ring R is called normal if R is reduced and integrally closed in
TQ(R).

Theorem 8.7. Let R be a Noetherian ring. The following are equivalent:

(a) R is normal.

(b) R is isomorphic to a direct product of finitely many normal domains.

(c) Rp is a normal domain for all p ∈ SpecR.

(d) Rm is normal for all maximal ideals m of R.

Moreover, if any of these conditions hold then R/p is normal for all p ∈ MinRR and

R ∼=
∏

p∈MinR

R/p.

Proof. (c) =⇒ (d) is a fortiori.
(d) =⇒ (a): Since Rm is reduced for all maximal ideals m, we know that Rm satisfies S1

and R0 for all m. But since these conditions are defined locally at every prime, and as every
prime is contained in a maximal ideal, we have that R satisfies S1 and R0. Hence, R is reduced.
Now let r

w
∈ TQ(R) be integral over R and let m be a maximal ideal of R. Since w

1
∈ Rm is a



non-zero-divisor on Rm, we have that r
w
= r

1
/w

1
∈ TQ(Rm). Further,

r
w
and is integral over Rm

using the same equation demonstrating the integrality of r
w
over R. Since Rm is normal, we have

r
w
= a

s
for some a ∈ R and s ∈ R \m. Then there exists t ∈ R \m such that trs = twa. Hence,

ts ∈ ((w) :R r). As ts ̸∈ m, ((w) :R r) ̸⊂ m. Since m was arbitrary, this implies ((w) :R r) = R.
Hence, r = bw and r

w
= b

1
for some b ∈ R. Thus, R is integrally closed in TQ(R).

(a) =⇒ (b): Since R is reduced, we have AssRR = MinRR by Proposition 8.3. Let

MinRR = {p1, . . . , pn}. Then TQ(R) = RW where W = R \
n⋃

i=1

pi. Note that SpecRW =

{(p1)W , . . . , (pn)W} and each (pi)W is both minimal and maximal. Also, as R is reduced, (p1)W ∩
· · · ∩ (pn)W = (p1 ∩ · · · ∩ pn)W = 0. Finally, note that as (pi)W is maximal in RW , we have
RW/(pi)W ∼= (R/pi)W ∼= TQ(R/pi) for all i. By the Chinese Remainder Theorem, we have

RW
∼= (R/(p1 ∩ · · · ∩ pn))W
∼= RW/((p1)W ∩ · · · ∩ (pn)W )
∼= RW/(p1)W ∩ · · · ∩RW/(pn)W
∼= TQ(R/p1)× · · · ∩ TQ(R/pn).

The image of R in TQ(R) = RW
∼= TQ(R/p1) × · · · × TQ(R/pn) under this isomorphism

is R(1, . . . , 1) = {(r, . . . , r) | r ∈ R}. Let ei = (0, . . . , 1, . . . , 0) where the 1 sits in the ith
component. Since e2i − ei = 0, we see that ei ∈ TQ(R) is integral over R(1, . . . , 1) for each i. As
R ∼= R(1, . . . , 1) is integrally closed in RW , we conclude that each ei ∈ R = R(1, . . . , 1). Thus,

R ∼= R(1, . . . , 1)

= Re1 × · · · ×Ren
= R/p1 × · · · ×R/pn.

Since R is integrally closed in RW , each R/pi is integrally closed in TQ(R/pi). Thus, R is
isomorphic to a direct product of finitely many normal domains. (We’ve also proved that (a)
implies the final statement.)

(b) =⇒ (c): Suppose R ∼= R1× · · · ×Rn where each Ri is a normal domain. It is clear that
R is reduced. For each i, let pi = {(r1, . . . , rn) ∈ R | ri = 0}. Then MinRR = {p1, . . . , pn} and
R/pi ∼= Ri, which is normal for each i.

Example 8.8. Let R = k[x, y]/(xy). Note that R is reduced and MinR = {xR, yR}. Also
observe that R/xR ∼= k[y] and R/yR ∼= k[x] are both normal domains. However, R is not
normal since R(x,y) is not a domain.

Proposition 8.9. Let (R,m) be a one-dimensional local domain. The following are conditions
are equivalent:

(a) R is normal.

(b) m = (x) for some x ∈ m; i.e., R is a RLR.

(c) There exists an x ∈ m such that every ideal is equal to (xn) for some n ⩾ 0.

Proof. (a) =⇒ (b): Let x ∈ m \ m2. We claim m = (x). Since R is one-dimensional and
x ̸= 0, we must have dimR/(x) = 0. Hence, m ∈ AssRR/(x), so m = ((x) : y) for some



y ∈ R. If y ̸∈ m then y is a unit and m = (x). So we may assume y ∈ m. Hence, ym ⊆ xm.
Thus, in TQ(R), y

x
m ⊆ m. As m is a finitely generated R-submodule of TQ(R), we see (by the

determinant trick) that y
x
is integral over R. As R is normal, this implies y

x
∈ R, i.e., y ∈ (x).

But then m = ((x) : y) = R, a contradiction.
(b) =⇒ (c): Let I be a nonzero ideal of R. Since R is local and Noetherian, we have

∩nmn = 0 by Krull’s Intersection Theorem. Thus, there exists an n such that I ⊆ mn but
I ̸⊂ mn+1. Since m = (x), then I ⊆ mn = (xn). Choose y ∈ I ̸∈ mn+1 = (xn+1). Then
y = rxn. If r ∈ m = (x), then y ∈ mn+1, a contradiction. Hence, r ̸∈ m, so r is a unit. Thus,
xn = r−1y ∈ I. Hence, I = (xn).

(c) =⇒ (b): Condition (c) implies that R is a PID, and PIDs are integrally closed in their
fraction fields.

Definition 8.10. A domain R is called a Dedekind domain if R is Noetherian, one-dimensional,
and normal.

Examples 8.11. The following are examples of Dedekind domains:

• Any PID which is not a field

• Any ring of algebraic integers; e.g., Z[
√
d] if d ≡ 3 (mod 4) or Z[1+

√
d

2
] if d ≡ 1 (mod 4).

In particular, Z[
√
−5] is a Dedekind domain but not a PID. (See Dummit-Foote.)

Remark 8.12. Any Dedekind domain is a regular ring

Proof. Let R be a Dedekind domain and p a prime ideal of R. If ht p = 0 then p = 0 and Rp is
a field, hence regular. If ht p = 1 then Rp is one-dimensional, Noetherian and normal, so Rp is
a RLR by Proposition 8.9.

Theorem 8.13. Let R be a Noetherian ring. Then R is normal if and only if R satisfies S2

and R1.

Proof. Suppose R is normal. Then R is reduced and so satisfies S1 and R0. Let p ∈ SpecR be
a height one prime. Then Rp is a normal, Noetherian, one-dimensional domain, so Rp is a RLR
by Proposition 8.9. Thus R satisfies R1. To prove R satisfies S2, it suffices to prove it locally at
every prime. Let p ∈ SpecR. If ht p ⩽ 1 then Rp is a RLR (which is CM) and so Rp satisfies
Sn for all n. Suppose ht p ⩾ 2. Then Rp is a normal domain of dimension at least two. Reset
notation by replacing Rp with R and pRp with m. We wish to show that depthR ⩾ 2. Suppose
not. Then, as R is a domain, we must have depthR = 1. Let u ∈ m be a nonzero element.
Then depthR/(u) = depthR − 1 = 0. Thus m ∈ AssRR/(u). Hence, m = ((u) :R y) for some
y ∈ R. Consequently, ym ⊆ (u) and so ym = u(ym :R u). If (ym :R u) = R then u = yt
for some t ∈ m. Then m = ((yt) :R y) = (t), contradicting that htm ⩾ 2 (by KPIT). Thus,
((u) :R y) ⊆ m. This implies ym ⊆ um. In TQ(R), we have y

u
m ⊆ m. By the determinant

trick, we conclude that y
u
is integral over R, and so y

u
∈ R as R is normal. Thus y = ru for some

r ∈ R. But then m = ((u) :R y) = ((u) :R ru) = R, a contradiction. Thus, depthR ⩾ 2.
Conversely, suppose R satisfies S2 and R1. Then R is reduced by Proposition 8.3. Let

r
w
∈ TQ(R) be integral over R. Let p be a prime and ϕp : TQ(R)→ TQ(Rp) the composition

TQ(R) = RW → (Rp)W
1
↪→ TQ(Rp).



Then ϕp(
r
w
) = r/1

w/1
is integral over Rp for any prime p (by applying ϕp to the equation

of integral dependence for r
w
.) If p has height one, then Rp is normal and so ϕp(

r
w
) ∈ Rp;

i.e., r
w

= a
s
in Rp for some s ∈ R \ p. Thus, there exists s′ ∈ R \ p such that s′sr = s′wa.

Thus, ((w) :R r) ̸⊂ p for all height one primes p. We claim that ((w) :R r) = R. Suppose
((w) :R r) ⊆ m for some maximal ideal m of R. Then w ∈ m, w is a regular element of Rm,
and (wRm :Rm r) ̸= Rm. Note that (wRm :Rm r) consists of zero-divisors on Rm/wRm (since
r ̸∈ wRm), and so (wRm :Rm r) must be contained in an associated prime pRm of Rm/wRm.
Then 0 = depthRp/wRp = depthRp − 1, so depthRp = 1. As R satisfies S2, we must have
ht p = 1. But then ((w) :R r) ⊆ p, which is a contradiction. Hence, ((w) :R r) = R, which
implies r

w
∈ R. Thus, R is integrally closed in TQ(R) and hence normal.

Theorem 8.14. (Jacobian criterion for hypersurfaces) Let k be a perfect field and f ∈ k[x1, . . . , xn]
a nonzero polynomial. Let Jf = ( ∂f

∂x1
, ∂f
∂xx

, . . . , ∂f
∂xn

), called the Jacobian ideal of f . Let R =
k[x1, . . . , xn]/(f) and p ∈ SpecR. Then Rp is a RLR if and only if p ̸⊃ JfR.

Proof. See Matsumura’s Commutative Ring Theory, Theorem 30.10.

Example 8.15. Let k be a perfect field and R = k[x, y, z]/(x2 + yz). Then R is normal.

Proof. First note that k[x, y, z] is CM and x2+yz is a non-zero-divisor. Thus, R = k[x, y, z]/(x2+
yz) is CM. Hence, R satisfies Sn for all n. Let f = x2 − yz. Then Jf = (2x, y, z). Let p be
a prime of SpecR. If p ⊇ JfR then p ⊇ (y, z)R and since in R, x2 = −yz ∈ p, we see that p
also contains x. (This argument allows for k to have characteristic 2, in which case 2x = 0.)
Thus, by the Jacobian criterion for hypersurfaces, Rp is a RLR unless p = (x, y, z)R. Note that
(x, y, z)R has height two. Thus, for all primes p of height at most one, Rp is a RLR. Thus, R
satisfies R1 and so R is normal by Theorem 8.13.

We recall the following characterization of unique factorization domains (UFDs) from Dummit-
Foote:

Proposition 8.16. Let D be a domain. Then D is a UFD if and only if the following conditions
are satisfied:

• D satisfies the ascending chain condition on principal ideals.

• Every irreducible element of D is prime (i.e., generates a prime ideal).

Of course, Noetherian domains satisfy the first condition automatically. We can restate the
second condition also in the Noetherian context:

Proposition 8.17. Let R be a Noetherian domain. Then R is a UFD if and only if every height
one prime is principal.

Proof. Suppose R is a UFD and let p be a height one prime. As p ̸= 0, p contains a nonzero
(and non-unit) element f . Since f is the product of irreducibles and p is prime, p must contain
some irreducible element π. As R is a UFD, (π) is a prime ideal. As R is a domain, ht(π) ⩾ 1.
But since (π) ⊆ p and ht p = 1, we must have p = (π).

Conversely, suppose every height one prime of R is principal. Let π ∈ R be an irreducible
element and let p be a prime minimal over (π). By assumption, p = (d) for some d ∈ R. Then
π = cd for some c ∈ R. As π is irrreducible and d is a nonunit, we must have c is a unit. Thus,
p = (π) and hence π is a prime element. By Proposition 8.16, we see that R is a UFD.



Remark 8.18. Let R be a UFD and F it’s field of fractions and let f(x), g(x) ∈ R[x]. Suppose
the gcd of the coefficient of f is a unit (i.e., f is primitive). If f divides g in F [x] then f divides
g in R[x].

Proof. This follows easily from Gauss’ Lemma (Dummit-Foote, Proposition 5 of Section 9.3).

The following two results are true without the Noetherian hypothesis. We prove them in the
Noetherian case to illustrate the utility of Proposition 8.17.

Corollary 8.19. Let R be a Noetherian UFD and x1, . . . , xn indeterminates. Then R[x1, . . . , xn]
is a UFD.

Proof. It suffices to prove the case n = 1. Let P be a height one prime of R[x]. By Proposition
8.17, it suffices to prove P is principal. Let P ∩ R = q. Suppose q ̸= 0. Then ht q ⩾ 1. Note
that qR[x] is a prime ideal contained in P . Then

1 ⩽ ht q ⩽ ht qR[x] ⩽ htP = 1.

Thus, ht q = 1 and P = qR[x]. Since R is a Noetherian UFD, q = (a) for some a ∈ R. Then
P = aR[x] is principal.

Suppose q = 0. Let W = R \ {0}. Then RW = F , the fraction field of R. Then PW is a
height one prime ideal of RW [x] = F [x]. Since F [x] is a PID, PW = (f) for some polynomial f
in F [x]. We multiplying by a nonzero constant in F , we can assume f ∈ P and the gcd of the
coefficients of f is a unit. We claim that P = fR[x]. One containment is clear. Suppose g ∈ P .
Then f divides g in F [x]. By the remark above, f divides g in R[x]. Thus, g ∈ fR[x].

Corollary 8.20. Let R be a Noetherian UFD. Then R is normal.

Proof. It suffices to show that R satisfies S2 and R1. Since all height one primes are principal, it
follows immediately that R satisfies R1. Since R is a domain, it is clear that R satisfies S1. So
let p ∈ SpecR be a prime of height at least two. Then p necessarily contains a height one prime
q, which is principal, say q = (f). Clearly, f ∈ pRp is a regular element and Rp/fRp = Rp/qRp

is a domain, but not a field (since pRp ⊋ qRp). Thus, depthRp/fRp ⩾ 1, hence depthRp ⩾ 2.
Thus, R satisfies S2.

Definition 8.21. A finitely generated R-module M is called stably free if M ⊕F ∼= G for some
finitely generated free R-modules F and G.

Clearly, every f.g. free module is stably free and every stably free module is projective. In
the local case, every f.g. projective is free, so all three concepts coincide. In general, however,
there exists stably free modules which are not free, and projective modules which are not stably
free. We’ll give an example of the latter after we prove a few results. Here is an example of the
former:

Example 8.22. Let S = R[X, Y, Z]/(X2 + Y 2 + Z2 − 1). By the Jacobian Criteria (Theorem
8.14), R is a regular ring (in fact, a regular domain). Consider the homomorphism f : S → S3

given by f(s) = (sx, sy, sz), where I am using x, y and z to denote the images of X, Y , and Z
in S. Note that this map splits: Let g : S3 → S be given by g(u, v, w) = ux + vy + wz. It is
easily checked that gf = idS, since x

2 + y2 + z2 = 1 in S. Let P denote the cokernel of f . Then
by the splitting lemma, P ⊕ S ∼= S3, so P is stably free. However, by a result from differential
geometry (about combing the hair on a sphere), P is not free.



Definition 8.23. Let R be a ring and M an R-module. A finite free resolution (FFR) for M is
a finite complex F• of finitely generated free R-modules

0→ Fn → Fn−1 → · · · → F1 → F0 → 0

which is exact except in degree zero and H0(F•) ∼= M . In other words, an FFR for M is a
finite projective resolution ofM in which all the projective modules in the resolution are finitely
generated free R-modules.

Of course, if a f.g. module has an FFR, then it is of finite projective dimension. The converse
true over a local ring. However, not all f.g. projectives have FFRs, as we’ll see.

Proposition 8.24. Let R be a Noetherian ring. A finitely generated projective module is stably
free if and only if it has an FFR.

Proof. Suppose P is stably free. Then P ⊕ F ∼= G for some f.g. free R-modules F and G. This
isomorphism yields the exact sequence 0 → F → G → P → 0, so P has an FFR. Conversely,
let P be a f.g. projective which has an FFR. We’ll use induction on the length n of an FFR
for P . The case n = 0 is trivial (P is free), so suppose n = 1. Then there exists an exact
sequence 0 → F1 → F0 → P → 0 for some f.g. free R-modules F0 and F1. As P is projective,
this sequence splits, so F0

∼= F1 ⊕ P , which shows that P is stably free. Suppose n > 1 and the
result holds for projectives with FFRs of length less than n. Then there exists an exact sequence

0→ Fn → Fn−1 → · · ·
∂2−→ F1 → F0 → P → 0,

where Fi are f.g. free modules. Let C = im ∂2. As 0 → C → F0 → P → 0 is exact and P is
projective, we have that C is projective and P ⊕ C ∼= F0. We also see from the exact sequence
above that C has an FFR of length n − 1. By the induction hypothesis, C is stably free, say
C⊕G ∼= F for some f.g. free R-modules F and G. Let F ′ = F0⊕G, which is a f.g. free R-module.
Then F ′ = F0 ⊕G ∼= P ⊕ C ⊕G ∼= P ⊕ F , demonstrating that P is stably free.

Let A be an n× n matrix with entries from a commutative ring R. For i, j ∈ {1, . . . n}, the
ijth cofactor of A is defined to be bij := (−1)i+j det(Aij), where Aij is the matrix obtained from
A by deleting the ith row and jth column of A. The adjoint of A, denoted adjA, is defined to
be the matrix (bij)

T. The adjoint theorem states that

(adjA)A = A(adjA) = det(A) In .

Lemma 8.25. Let R be a commutative ring and A an n× n matrix with entries from R. Then
multiplication by A induces an injective map on Rn if and only if det(A) is a non-zero-divisor
on R.

Proof. Suppose first that d = det(A) is a non-zero-divisor on R. Then certainly multiplication
by d In on Rn is injective. Hence, multiplication by (adjA)A, and therefore by A, is injective.

Conversely, by way of contradiction suppose that ϕA is injective but d = det(A) is a zero-
divisor. Let w ∈ R \ {0} such that dw = 0. Let T be the prime subring of R (so either Z or
Zm for some m) and S the subring of R formed by adjoining all the entries of A and w to T .
Then S is Noetherian, multiplication by A is injective on Sn, and d is a zero-divisor in S. Thus,
we may assume R is Noetherian. We’ll use induction on the number of rows n of A. When
n = 1 the assumptions clearly result in a contradiction. Suppose n > 1. As d is a zero-divisor,



d ∈ p for some p ∈ AssRR. Localizing at p, we may assume R is local with maximal ideal m
and depthR = 0. Let u be a nonzero element of (0 :R m). If every entry of A is in m, then
A(uIn) = 0, contradicting that multiplication by A is injective. Hence, some entry of A is a
unit. Then using elementary row and column operations there exists invertible matrices P and
Q such that

PAQ =

(
1 0
0 B

)
where B is an (n− 1)× (n− 1) matrix. Note that as P and Q are invertible, multiplication by
PAQ, and hence B, is injective. Also, det(B) = det(P ) det(A) det(Q). Since det(P ) and det(Q)
are units and det(A) is a zero-divisor, det(B) is a zero-divisor. But this contradicts the n − 1
case.

Definition 8.26. Let R be a ring and P a finitely generated projective R-module. We say that
P has rank r (or sometimes constant rank r) if Pm

∼= Rr
m for all maximal ideals m of R.

Remark 8.27. We note that not all finitely generated projective modules have a rank. For
example, let R = Q×Q. There are two maximal ideals, I1 = Q× 0 and I2 = 0×Q. Both are
projective, as I1 ⊕ I2 = R. Then I1RI1

∼= RI1 but I1RI2 = 0. However, it is easy to see that
stably free projectives have a rank: if P ⊕Rr ∼= Rs then Pm

∼= Rs−r
m for all maximal ideals m.

Theorem 8.28. Let R be a ring and I a stably free ideal of R. Then I is free.

Proof. The result is trivially true if I = 0, so assume I ̸= 0. Then for at least one maximal
ideal m of R, Im ̸= 0. As I is projective, Im is free and nonzero, hence Im ∼= Rm. And since
stably free modules have constant rank, we have that Ip ∼= Rp for all prime ideals p. Hence, our
assumption that I is nonzero and stably free implies I ⊕Rn−1 ∼= Rn for some n ⩾ 1. As I ⊆ R,
we can consider I ⊕ Rn−1 as a submodule of R ⊕ Rn−1 = Rn. Let e1, . . . , en be a basis for Rn

where e1 is the basis for the first copy of R (the one I sits in) and e2, . . . , en a basis for Rn−1.
Let ψ : Rn → Rn be the composition of

Rn ∼=−→ I ⊕Rn−1 ↪→ Rn.

Let A be the matrix representing ψ with respect to the basis {e1, . . . , en}. Since ψ is injective,
d = det(A) is a non-zero-divisor. Let b1 be the first column of adj(A). Then Ab1 = de1, where
we are identifying e1 with the first column of In. Since e2, . . . , en are in the image of ψ, let
b2, . . . , bn be column vectors of Rn such that Abj = ej for j ⩾ 2. Let B be the n × n matrix

whose ith column is bi. Then AB =

(
d 0
0 In-1

)
. Note det(A) det(B) = d = det(A). Since det(A)

is a non-zero-divisor, we see that det(B) = 1. Thus, B is invertible and multiplication by B
on Rn is an isomorphism. Hence, the image of AB equals the image of A, which is I ⊕ Rn−1.
However, the image of AB is (d)⊕Rn−1, which means I ⊕Rn−1 = (d)⊕Rn−1 as submodules of
R⊕Rn−1. Hence, I = (d). As d is a non-zero-divisor, I = (d) ∼= R.

Example 8.29. Let R be a Dedekind domain which is not a PID (e.g., R = Z[
√
−5]). Let I

be a non-principal ideal. Then I is projective but not stably free. (Recall that every ideal in a
Dedekind domain is projective as they are locally principal.) For, if I is stably free, then by the
above theorem I is free and hence principal. In particular, such an I is an example of a finitely
generated module of finite projective dimension that does not have an FFR, by Proposition 8.24.



Lemma 8.30. Let R be a semilocal ring (not necessarily Noetherian) and M a finitely generated
projective R-module of constant rank. Then M is free.

Proof. Let m1, . . . ,ms be the maximal ideals of R. As M is projective of constant rank, there
exists an r such that Mmi

∼= Rr
mi

for all i. Let J = J(R) = m1 ∩ · · · ∩ ms. Then R/J is a
zero-dimensional semilocal ring. By the Chinese Remainder Theorem,

R/J ∼= R/m1 × · · · ×R/ms, and

M/JM ∼= M/m1M × · · · ×M/msM.

As Mmi
∼= Rr

mi
for each i, we have

M/miM ∼= Mmi
/miMmi

∼= Rr
mi
/miR

r
mi

∼= (R/mi)
r.

Hence, M/JM ∼= (R/m1)
r × · · · × (R/ms)

r ∼= (R/J)r. In particular, M/JM is generated by r
elements. Hence, by Nakayama’s Lemma, M is generated by r elements, say u1, . . . , us. Define
f : Rr → M by f(ei) = ui, where {e1, . . . , er} is a basis for Rr. Clearly, f is surjective. Let
K = ker f . As Mmi

∼= Rr
mi
, f localized at mi is an isomorphism (again, by NAK), so Kmi

= 0.
Since K is locally zero at every maximal ideal, we see that K = 0. Hence, f is an isomorphism
and M is free.

Lemma 8.31. Let R be a Noetherian ring and P a rank one stably free R-module. Then P is
isomorphic to an ideal of R.

Proof. Let W be the set of non-zero-divisors of R and RW , the total quotient ring of R. Let
q1, . . . , qs be the maximal associated primes of R, i.e., the maximal elements of AssRR. (Here is
where the Noetherian hypothesis is used.) Then W = R \ p1 ∪ · · · ∪ ps. Thus, p1RW , . . . , psRW

are the maximal ideals of RW . Hence, RW is semilocal. For ease of notation, let mi = piRW .
Since P is rank one stably free R-module, Pq

∼= Rq for all primes q of R. Hence, for each i
we have (PW )mi

∼= Ppi
∼= Rpi

∼= (RW )mi
. Thus, PW is a rank one stably free module over RW ,

which is semilocal. By Proposition 8.30, we have that PW
∼= RW . Consider the composition of

R-module homomorphisms

P
i−→ PW

∼=−→ RW .

Note that as P is isomorphic to a submodule of a free module (every projective is), the elements
of W are non-zero-divisors on P . Hence, the map i above is injective. Thus, P is isomorphic
to an R-submodule M of RW . As P is finitely generated, so is M ; say M = R r1

w1
+ · · · + R rt

wt

for some r1, . . . , rt ∈ R and w1, . . . , wt ∈ W . Let w = w1w2 · · ·wt. As w is a nonzerodivisor,
P ∼= M ∼= wM , where wM is an R-submodule of R, i.e., an ideal of R.

We can now strengthen Theorem 8.28 to all rank one stably free modules:

Theorem 8.32. Let R be a ring and P a rank one stably free R-module. Then P is free.

Proof. Suppose P ⊕Rn−1 ∼= Rn. Then there exists a split exact sequence

0→ Rn−1 ϕ−→ Rn → P → 0.

As the sequence splits, there exist ρ : Rn → Rn−1 such that ρϕ = idRn−1 . Choose bases for Rn−1

and Rn and let A and B be the matrices representing ϕ and ρ with respect to these bases. Let



T be the prime subring of R and S be the subring of R obtained by adjoining all the entries of
A and B to T . Then S is Noetherian. Let π : Sn−1 → Sn be given by multiplication by A and
let Q = coker π. Thus, we have an exact sequence

0→ Sn−1 π−→ Sn → Q→ 0.

Now let τ : Sn → Sn−1 be given by multiplication by B. Then τπ = idSn−1 since BA = In-1.
Thus, the exact sequence above splits. Hence, Q ⊕ Sn−1 ∼= Sn, which means Q is a rank one
stably free S-module. Since S is Noetherian, we have by Lemma 8.31 that Q is isomorphic to
an ideal. By Theorem 8.28, we conclude that Q ∼= S. If we apply the functor (−)⊗S R to the
split exact sequence 0→ Sn−1 π−→ Sn → Q→ 0 it stays exact. As both π and ϕ are represented
by the matrix A, we have π ⊗ idR = ϕ. Hence,

0→ Rn−1 ϕ−→ Rn → Q⊗S R→ 0

is exact. By the Five Lemma, we see that Q⊗S R ∼= P . As Q ∼= S, we obtain that P ∼= R.

Here are a couple additional significant results (among many) about projective modules:

• (Quillen-Suslin Theorem, mid-1970s) Let R = k[x1, . . . , xn] where k is field. Then every
projective R-module is free.

• (Bass, early 1960s) Suppose R is a Noetherian ring with no nontrivial idempotents (e.g.,
R is local or a domain). Then every non-finitely generated projective R-module is free.

Back to UFDs: To prove regular local rings are UFDs, we’ll need the following lemma:

Lemma 8.33. Let R be a Noetherian domain and π a prime element of R. If Rπ is a UFD,
then so is R.

Proof. It suffices to prove that every height one prime of R is principal. Let p be such a
prime. If π ∈ p, then since (π) is a height one prime, we have p = (π). Assume π ̸∈ p.
Then, as Rπ is a UFD, pRπ = aRπ for some a ∈ R. Consider the nonempty set of ideals
Λ = {aR | a ∈ R and pRπ = aRπ} and choose a maximal element bR ∈ Λ. Note that b ̸∈ (π),
else bR ⊊ b

π
R ∈ Λ. As pRπ ∩ R = p we have b ∈ p. Let c ∈ p. Then in Rπ, c =

r
πn b for some

r ∈ R and n ⩾ 0. Thus in R we have πnc = rb. Hence, rb ∈ (π). As (π) is prime and b ̸∈ (π),
r ∈ (π). This yields πn−1c = r′b where r′ = r

π
∈ R. Continuing in this fashion, we obtain that

c ∈ (b). Thus, p = (b).

Theorem 8.34. (Auslander-Buchsbaum, 1959) Any regular local ring is a UFD.

Proof. Let (R,m) be a regular local ring. We’ll proceed by induction on d = dimR. If d ⩽ 1
then R is a field or a PID and the result holds. So assume d > 1. Let x ∈ m \m2. Then R/(x)
is a regular local ring, and thus a domain. Hence x is a prime element of R. By Lemma 8.33,
it suffices to prove Rx is a UFD. Let px be a height one prime of Rx, where p ∈ SpecR with
x ̸∈ p. If px ̸⊂ qx, then (px)qx = Rx. If px ⊆ qx then (px)qx

∼= pRq. As Rq is a RLR of dimension
smaller than d, Rq is a UFD. Hence, pRq is principal and therefore isomorphic to Rq. Thus, px
is locally free, which implies px is a projective Rx-module. Now, as R is a regular local ring, p
has an FFR over R. Localizing this FFR at x gives an FFR for px over Rx. By Proposition 8.24,
we obtain that px is stably free. By Theorem 8.28, we have that px is free, and hence principal.
Thus, every height one prime of Rx is principal and so Rx is a UFD.



9 Canonical modules

To introduce canonical modules, we first prove the following special case of Matlis duality:

Proposition 9.1. Let (R,m, k) be an Artinian local ring and E := ER(k). Let (−)v denote the
contravariant (and exact) functor HomR(−, E). Then for any finitely generated R-module M
the natural evaluation homomorphism ϕM :M →Mv v is an isomorphism.

Proof. We first establish the isomorphism in the case M has length one; i.e. M ∼= R/m = k.
Consider ϕk : k → kv v and let a ∈ kerϕk. Let f : k ↪→ E be an embedding of k = R/m into
its injective hull (over R). Then 0 = ϕk(a)(f) = f(a). As f is injective, a = 0. Hence, ϕk is
injective. By Lemma 6.3, λR(k) = λR(k

v) = λR(k
v v). Thus, λR(cokerϕk) = 0 and ϕk is an

isomorphism.
Suppose now that λR(M) > 1. Then there exists a s.e.s. 0 → L → M → N → 0 such that

λR(L) and λR(N) are less than λR(M). Since evaluation homomorphisms are natural and (−)v
is exact, we obtain the commutative diagram

0 L M N 0

0 Lv v Mv v Nv v 0

ϕL ϕM ϕN

By induction, ϕL and ϕN are isomorphisms. Thus ϕM is an isomorphism by the Five Lemma.

We’d like to generalize this duality to local rings of higher dimension. One direction (Matlis
duality) utilizes the same “dualizing module” (E) over complete local rings. This is an extremely
useful duality, but note that Rv = E is not a finitely generated module if the dimension of R
is positive. There is another generalization of this duality over Cohen-Macaulay local rings
(satisfying a mild condition) which uses a finitely generated module to do the dualizing, called
the canonical module. This type of duality is best seen at the level of complexes, but we can
prove a very pleasing duality on the module level if we restrict to CM modules.

Definition 9.2. A finitely generated module M over a local ring R is called maximal Cohen-
Macaulay (MCM) if depthM = dimR; i.e., M is a CM module of maximal possible dimension.
If M is an MCM module, its type, denoted r(M), is µd(m,M) where d = dimR.

Example 9.3. Let R = k[[x, y]]/(x2, xy). Then R/(x) is an MCM for R as depthR/(x) =
1 = dimR. By a direct calculation of Ext1R(k,R/(x)) one can show the type of R/(x) (as an
R-module) is 1. Note in this example R is not CM.

Definition 9.4. Let (R,m) be a d-dimensional CM local ring. A finitely generated R-module
C is called a canonical module for R if µi(m,C) = δi d, where δij is the Kronecker delta. Equiv-
alently, C is an MCM of type 1 and finite injective dimension.

Remark 9.5. It is a consequence of the New Intersection Theorem that if R has a nonzero
finitely generated module of finite injective dimension, then R is CM. Thus, for a local ring to
possess a canonical module of the type defined above, R must be CM.

Examples 9.6. Let (R,m, k) be a local ring.

(a) R is Gorenstein if and only if R is a canonical module for R (Proposition 6.14).



(b) If R is Artinian then ER(k) is a canonical module for R.

We’ll need a few results on maximal Cohen-Macaulay modules. An important one is this: if
x ∈ R is regular andM is an MCM, then x isM -regular. This follows since dimR/p = dimR for
all p ∈ AssRM (Proposition 5.7). Since M/xM is an MCM R/(x)-module, one can strengthen
this statement to say that any R-sequence is an M -sequence.

Proposition 9.7. Let (R,m, k) be a CM local ring. Suppose M and N are MCMs such that
ExtiR(M,N) = 0 for all i > 0. Then

(a) HomR(M,N) is MCM;

(b) For any R-sequence x = x1, . . . , xs, we have

(i) HomR(M,N)⊗R R/(x) ∼= HomR/(x)(M/(x)M,N/(x)N), and

(ii) ExtiR/(x)(M/(x)M,N/(x)N) = 0 for all i > 0.

Proof. We’ll use induction on d = dimR. In the case d = 0 there is nothing to prove. (Every
module is MCM and there are no R-sequences.) Suppose d > 0. Let x be any regular element
on R. By the comments above, x is both M -regular and N -regular, and hence M/xM and
N/xN are MCM R/(x)-modules. Note HomR(M/xM,N) ∼= HomR(M,HomR(R/(x), N)) = 0.
Applying HomR(−, N) to the exact sequence 0 → M

x−→ M → M/xM → 0 and using that
ExtiR(M,N) = 0 for i > 0, we obtain that

0→ HomR(M,N)
x−→ HomR(M,N)→ Ext1R(M/xM,N)→ 0,

and ExtiR(M/xM,N) = 0 for all i ⩾ 2. This gives us that x is a regular element on HomR(M,N)
and that HomR(M,N)⊗R R/(x) ∼= Ext1R(M/xM,N). By Theorem 6.10, we have

HomR/(x)(M/xM,N/xN) ∼= Ext1R(M/xM,N) ∼= HomR(M,N)⊗R R/(x),

and for all i ⩾ 1
ExtiR/(x)(M/xM,N/xN) ∼= Exti+1

R (M/xM,N) = 0.

Thus, M = M/xM and N = N/xN satisfy the hypotheses of the theorem over R = R/(x),
which is of dimension d − 1 < d. Hence (a) and (b) must hold for M and N . In particular,
HomR(M,N) ∼= HomR(M,N)/xHomR(M,N) is maximal CM over R. As x is regular on
HomR(M,N) we obtain that HomR(M,N) is MCM over R, which proves (a). For (b), let
x = x1, . . . , xs be any R-sequence. We’ve proved (i) and (ii) hold when s = 1. By induction, we
have (i) and (ii) hold for the R-sequence x2, . . . , xs, M and N . But this then shows that (i) and
(ii) hold for x, M , and N .

A maximal CM module of finite injective dimension has even nicer properties:

Proposition 9.8. Let (R,m, k) be a CM local ring. Let C be an MCM of finite injective
dimension. Let M be a (nonzero) finitely generated CM module of dimension t. Then

1. ExtiR(M,C) = 0 for i ̸= d− t.

2. Extd−t
R (M,C) is nonzero and CM of dimension t.



Proof. By Theorem 3.20, we have ExtiR(M,C) = 0 for i < d − t. We use induction on t to
prove ExtiR(M,C) = 0 for i > d− t. If t = 0, then M has finite length. By Corollary 2.24 and
Theorem 4.18, we have ExtiR(k,M) = 0 for i > d. By Lemma 2.22, ExtiR(M,C) = 0 for all
i > d. Suppose t > 0. Let x ∈ m be M -regular. Then M/xM is a CM module of dimension
t− 1. Applying HomR(−, C) to the short exact sequence 0→M

x−→M →M/xM → 0, we have
for all j an exact sequence

ExtjR(M,C)
x−→ ExtjR(M,C)→ Extj+1

R (M/xM,C).

By induction, we have Extj+1
R (M/xM,C) = 0 for all j + 1 > d − (t − 1), or j > d − t. By

Nakayama, we obtain ExtjR(M,C) = 0 for all j > d− t. This proves (i).
To prove (ii), we again use induction on t. Assume t = 0. Then M has finite length.

Thus, ExtdR(M,C) has finite length since it is finitely generated and is locally zero at all primes
p ̸= m. Hence ExtdR(M,C) is CM of dimension zero. It remains to show ExtdR(M,C) ̸= 0.
Suppose λR(M) = 1. Then M ∼= R/m = k. But ExtdR(k, C) ̸= 0 since depthC = d. Suppose
λR(M) > 1. Then there exists an exact sequence 0 → k → M → N → 0. We then obtain an
exact sequence

ExtdR(M,C)→ ExtdR(k, C)→ Extd+1
R (N,C).

But Extd+1
R (N,C) = 0 as idR C = d, so ExtdR(M,C) ̸= 0. This proves (ii) in the case t = 0. Now

suppose t > 0. Let x ∈ m be anM -regular element. ThenM/xM is a CM module of dimension
t− 1. Applying HomR(−, C) to the usual exact sequence, we obtain the s.e.s.

0→ Extd−t
R (M,C)

x−→ Extd−t
R (M,C)→ Ext

d−(t−1)
R (M/xM,C)→ 0,

where here we are using part (i) to get ExtjR(M/xM,C) = 0 for j ̸= d − (t − 1). Thus, x is

a regular element on A = Extd−t
R (M,C) and A/xA ∼= Ext

d−(t−1)
R (M/xM,C). By the induction

hypothesis, we know A/xA is a nonzero CMmodule of dimension t−1. Hence, A = Extd−t
R (M,C)

is nonzero CM of dimension d− t. This completes the proof of (ii).

Lemma 9.9. Let (R,m, k) be a local ring, M and N finitely generated R-modules, and x =
x1, . . . , xs an N-sequence. Let ϕ : M → N be a homomorphism. If the induced map ϕ :
M/(x)M → N/(x)N is an isomorphism, then so is ϕ.

Proof. It suffices to prove this in the case s = 1. Surjectivity of ϕ follows easily from Nakayama’s
lemma. Let m ∈ kerϕ. Then ϕ(m) ∈ xN , thus m ∈ xM . Write m = xm1 for some m1 ∈ M .
Then 0 = ϕ(m) = ϕ(xm1) = xϕ(m1). As x is N -regular, we conclude ϕ(m1) = 0. Repeating the
same argument for m1, we obtain m1 = xm2 for some m2 ∈ M . Hence, m = x2m2 ∈ x2M . By
induction, we see that m ∈ xnM for all n, which implies m = 0 by Krull’s intersection theorem.
Thus, ϕ is injective.

Lemma 9.10. Let (R,m) be a d-dimensional CM local ring and C a finitely generated R-module.
Let x = x1, . . . , xs be an R-sequence and a C-sequence. Then C is a canonical module for R if
and only if C/(x)C is a canonical module for R/(x).

Proof. It suffices to prove the statement in the case s = 1. Clearly, C is an MCM R-module if and
only ifM/xM is an MCM R/(x)-module. By Theorem 6.11, idR/(x)C/xC = idR C−1, so idR C
is finite if and only if idR/(x)C/xC is finite. And by Theorem 6.10, dimk Ext

d−1
R/(x)(k, C/xC) =

dimk Ext
d
R(k, C), and so C has type 1 if and only if C/xC has type 1.



Theorem 9.11. Let (R,m, k) be a CM local ring and suppose C and D are canonical modules
for R. Then C ∼= D and the map πC : R→ HomR(C,C) given by πC(r) = µr is an isomorphism,
where µr is multiplication by r.

Proof. We proceed by induction on d = dimR. Suppose d = 0 and C a canonical module for
R. As C is a finitely generated injective module and SpecR = {m}, C ∼= ER(k)

t for some t.
As C has type 1, we have that t = 1. Thus, C ∼= ER(k) and all canonical modules for R are
isomorphic. By Proposition 9.1, R ∼= Rv v ∼= HomR(E,E). Thus, any element which annihilates
E also annihilates R, and hence is zero. Consequently, πE : R→ HomR(E,E) is injective. Since
λ(R) = λ(Rv v) = λ(HomR(E,E)), we conclude that πE is an isomorphism.

Now assume d = dimR > 0 and let x ∈ m be a regular element on R. By Lemma 9.10,
C/xC and D/xD are canonical modules for R/(x). By induction, C/xC ∼= D/xD. By part
(a) of Proposition 9.8 we have ExtiR(C,D) = 0 for all i > 0. Thus, by Proposition 9.7 and the
induction hypothesis, we obtain

HomR(C,D)/xHomR(C,D)
∼=−→ HomR/(x)(C/xC,D/xD) ∼= HomR/(x)(C/xC,C/xC) ∼= R/(x).

By Nakayama’s lemma, we see that HomR(C,D) is cyclic. Let ϕ : C → D be a cyclic gener-
ator. Then ϕ ⊗R R/(x) corresponds (under the second isomorphism above) to a generator for
HomR(C/xC,C/xC). But by the third isomorphism (and the induction hypothesis), this gen-
erator has the form µr for some generator r of R/(x). But any generator for R must be a unit,
which means µr is an isomorphism. Consequently, ϕ⊗RR/(x) is also an isomorphism (this is an
elementary exercise, as the second isomorphism is induced by an isomorphism D/xD → C/xC).
By Lemma 9.9, we conclude that ϕ is an isomorphism. Finally, consider πC : R→ HomR(C,C).
Then πC/xC is the composition

R/(x)
πC⊗R/(x)−−−−−−→ HomR(C,C)⊗R R/(x)

∼=−→ HomR/(x)(C/xC,C/xC).

Thus, πC ⊗R R/(x) is an isomorphism, and hence πC is an isomorphism by Lemma 9.9.

As a consequence of Theorem 9.11, we can speak of the canonical module for R (assuming
one exists), as it is unique up to isomorphism. We’ll denote the canonical module by ωR.

Corollary 9.12. Let (R,m, k) be a CM local ring. The following are equivalent:

(a) R is Gorenstein.

(b) R has a canonical module and ωR
∼= R.

Proof. We’ve already noted that if R is Gorenstein then R is a canonical module. Conversely,
if R is a canonical module then R has finite injective dimension, hence Gorenstein.

Proposition 9.13. Let (R,m, k) be a CM local ring which possesses a canoncal module ωR.
Then

(a) AnnR ωR = (0).

(b) SuppR ωR = SpecR.

(c) For any R-sequence x, ωR/(x)
∼= ωR/(x)ωR.



(d) For any p ∈ SpecR, ωRp
∼= (ωR)p.

Proof. Since R ∼= HomR(ωR, ωR), we see that AnnR ωR ⊆ AnnRR = (0), which proves (a). Part
(b) is an immediate consequence of (a). Part (c) is a restatement of Lemma 9.10.

For part (d), let p ∈ SpecR. Since idR ωR <∞ we have idRp(ωR)p <∞ since localization of
injective modules are injective (cf. Proposition 1.15). By Proposition 5.11, we have that (ωR)p is
a CM Rp-module. As AnnRp(ωR)p = (AnnR ωR)p = (0) by part (a), we have dim(ωR)p = dimRp.
Hence, (ωR)p is a MCM for Rp. It remains to show that the type of (ωR)p as Rp-module is 1. Let
r be the type of (ωR)p, i.e. r = dimk(p) Ext

t
Rp
(k(p), (ωR)p), where t = dimRp. Since R is CM, we

have grade p = ht p. Let x be a maximal R-sequence in p. Then the image of x in Rp is a system
of parameters (and still a regular sequence). For ease of notation, let S = Rp/(x)Rp, M =
(ωR)p/(x)(ωR)p, and ES = ES(k(p)). As x is a regular sequence on (ωR)p we have by Theorem
6.10 that r = dimk(p) HomRp(k(p),M). Note also that idS M < ∞ by Theorem 6.11. Since
dimS = 0 we have idS M = 0, and so M ∼= Er

S. On the other hand, by part (c) we know that
ωR/(x)ωR is a canonical module for R/(x). Hence HomR/(x)(ωR)/(x)ωR, ωR/(x)ωR) ∼= R/(x).
As dimS = 0 we have by Matlis duality (Proposition 9.1) that

Sr2 ∼= HomS(ES, ES)
r2

∼= HomS(E
r
S, E

r
S)

∼= HomS(M,M)
∼= HomR/(x)(ωR/(x)ωR, ωR/(x)ωR)p
∼= (R/(x))p
∼= S.

Comparing ranks, we conclude that r = 1. This completes the proof of (d).

Corollary 9.14. Let (R,m, k) be a CM local ring which possesses a canonical module ωR. Then

µi(p, ωR) = δiht(p).

Proof. Recall from the definition of a canonical module (Definition 9.4)) that µi(m,ωR) = δid
where d = dimR = htm. Let p ∈ SpecR. Since (ωR)p is a canonical module for Rp by the
previous result, we have µi(p, ωR) = µi(pRp, (ωR)p) = δi ht p.

Proposition 9.15. Let (R,m, k) be a CM local ring which has a canonical module ωR. The
following are equivalent:

(a) ωR is isomorphic to an ideal of R;

(b) Rp is Gorenstein for all p ∈ MinRR. (In this case, R is said to be generically Gorenstein.)

Proof. (a) =⇒ (b) : Suppose ωR
∼= I where I is an ideal of R. Let p ∈ MinRR. By Proposition

9.13, (ωR)p ∼= ωRp
∼= ERp(k(p)). As (ωR)p ∼= Ip ⊆ Rp, we have

λRp(ERp(k(p)) = λRp(Ip) ⩽ λRp(Rp) = λRp(ERp(k(p)),

where the last equality follows from Lemma 6.3. Thus, λRp(Ip) = λRp(Rp), which implies
Ip = Rp. Thus, ωRp

∼= Rp and hence Rp is Gorenstein.



Conversely, assume R is generically Gorenstein. Let W be the set of non-zero-divisors on R.
Then RW is an Artinian local ring and SpecRW = {pW | p ∈ MinRR}. Let p ∈ MinRR. As Rp

is Gorenstein, ((ωR)W )pW
∼= (ωR)p ∼= Rp

∼= (RW )pW . Thus, (ωR)W is a projective RW -module
of constant rank one. By Lemma 8.30, (ωR)W ∼= RW . As any non-zero-divisor on R is a non-
zero-divisor on ωR (as ωR is MCM), the localization map ωR → (ωR)W is injective. Composing
with the isomorphism (ωR)W → RW , we see that ωR is isomorphic to a finitely generated R-
submodule of RW . But any finitely generated R-submodule of RW is isomorphic to an ideal of
R (by multiplying by a suitable element of W to clear denominators).

Theorem 9.16. Let (S, n, k) be a Gorenstein local ring and I an ideal of S such that R := S/I
is CM. Let t = dimS − dimR. Then ωR

∼= ExttS(R, S). In particular, any CM local ring which
is the quotient of a Gorenstein ring possesses a canonical module.

Proof. Let x = x1, . . . , xg ∈ I be an S-sequence, where g = grade I. Let S = S/(x) and
I = I/(x). Then S is a Gorenstein local ring and R ∼= S/I. Note, as S is Gorenstein,
dimR = dimS/I = dimS − ht I = dimS − g = dimS. Also, by Theorem 6.10,

ExttS(R, S)
∼= Ext0

S
(R, S) = HomS(R, S).

Thus, it suffices to show that HomS(R, S) is a canonical module for R. Resetting notation, we
may assume that dimR = dimS. Note that R is an MCM S-module. Let y = y1, . . . , yd be a
maximal S-sequence, where d = dimS = dimR. Then y is also an R-sequence. Since S has
finite injective dimension, we have ExtiS(R, S) = 0 for i > 0 by Proposition 9.8. Consequently,
by Proposition 9.7, C := HomS(R, S) is an MCM S-module, and thus an MCM R-module.
By Lemma 9.10, it suffices to prove C/(y)C is a canonical module for R/(y)R. Again by
Proposition 9.7, we have C/(y)C ∼= HomS/(y)(R/(y)R, S/(y)). Note that S/(y) is a zero-
dimensional Gorenstein local ring. So resetting notation again, it suffices to prove that if S is
a zero-dimensional Gorenstein local ring and R = S/I, then HomS(R, S) is a canonical module
for R. As S is Gorenstein, S ∼= ES(k). But

HomS(R, S) ∼= HomS(S/I, ES(k)) ∼= ES/I(k) = ER(k),

and ER(k) is a canonical module for R. This completes the proof.

Corollary 9.17. Let (S, n, k) be a regular local ring and I and ideal of S. Suppose R := S/I
is Cohen-Macaulay and let F• be a minimal free S-resolution of R. Then Σt HomS(F•, S) is a
minimal free S-resolution of ωR, where t = dimS − dimR = pdS R.

Proof. First note that by the Auslander-Buchsbaum formula, pdS R = depthS − depthR =
dimS − dimS/I. Let Fi = Sβi for i = 0, . . . , t. Then F• has the form

0→ Sβt
ϕt−→ Sβt−1 → · · · → Sβ1

ϕ1−→ S → 0,

where ϕi ⊗ S/n = 0 for all i. Applying HomS(−, S), we have the complex

0→ S
ϕ∗
0−→ Sβ1 → · · · → Sβt−1

ϕ∗
t−→ Sβt → 0,

where the complex sits in cohomological degrees 0 to t. We have Hi(HomS(F•, S)) = ExtiS(R, S)
for all i. By Proposition 9.8, ExtiS(R, S) = 0 for all i ̸= t. (Note dimR = dimS−t.) By Theorem



9.16, ExttS(R, S)
∼= ωR. Thus, the complex HomS(F•, S) is exact except in cohomological degree

t. Note also that ϕ∗
i ⊗ S/n = 0 for all i. Hence HomS(F•, S) is a minimal free S-resolution of

ωR, once properly shifted. Switching to homological degrees, HomS(F•, S) sits in degrees 0 to
−t, so we need to shift the complex t units to the left. This is accomplished by applying the
functor Σt (see Definition 4.5). Thus, Σt HomS(F•, S) is a minimal free resolution for ωS.

Example 9.18. Let k be a field and R = k[[t3, t4, t5]]. As R is the quotient of a Gorenstein
local ring (namely, S = k[[x, y, z]]), we know that R has a canonical module ωR. Let’s find a
resolution of ωR over S. Let ϕ : S → R be given by ϕ(x) = t3, ϕ(y) = t4, and ϕ(z) = t5. Clearly,
ϕ is a surjective ring homomorphism. Using Macaulay2 (or some results by Herzog and others),
one can find that P := kerϕ = (x3 − yz, y2 − xz, z2 − x2y)S. By the Hilbert-Burch theorem (or
again, Macaulay2), one obtains the following minimal resolution for R over S:

0→ S2


y z
z x2

x y


−−−−−−→ S3

(
x3 − yz y2 − xz z2 − x2y

)
−−−−−−−−−−−−−−−−−−−−−−→ S → R→ 0.

Hence, by Corollary 9.17, by applying HomS(−, S) and shifting two degrees to the left we have
a resolution of ωR:

0→ S


x2 − yz
y2 − xz
z2 − x2y


−−−−−−−−→ S3

y z x
z x2 y


−−−−−−−−−→ S2 → ωR → 0.

Corollary 9.19. Let S and R be as above. For a finitely generated S-module M , let βi(M) :=
dimk Tor

S
i (k,M); i.e., βi(M) is the rank of the free module in degree i of a minimal free resolution

of M . (These are called the Betti numbers of M .)

(a) For all i, βi(ωR) = βt−i(R), where t = pdS R.

(b) R is Gorenstein if and only if the sequence of Betti numbers of R is symmetric.

Proof. Part (a) is an immediate consequence of Corollary 9.17. It remains to show (b). If R is
Gorenstein, then ωR

∼= R, and the Betti sequence is symmetric by part (a). Conversely, suppose
the Betti sequence of R is symmetric. Then 1 = β0(R) = βt(R) = β0(ωR). Thus, ωR is cyclic,
so ωR

∼= R/J for some ideal J of R. But by Proposition 9.13(a), AnnR ωR = (0). Hence, J = 0
and ωR

∼= R. Thus, R is Gorenstein.

The following theorem generalizes Matlis duality in the zero-dimensional case to maximal
CM modules over a CM ring:

Theorem 9.20. Let (R,m, k) be a d-dimensional CM local ring which possesses a canonical
module ωR. Let (−)† denote the functor HomR(−, ωR). Then (−)† is a dualizing functor on the
category of finitely generated maximal CM modules. That is,

1. For any finitely generated MCM module M , M † is also MCM.

2. Given any s.e.s. 0 → A → B → C → 0 of finitely generated maximal CM modules, the
sequence 0→ C† → B† → A† → 0 is exact.



3. For any f.g. maximal CM module M the evaluation homomorphism M → M †† is an
isomorphism.

Proof. Part (a) follows from Proposition 9.8. By the same proposition, we know Ext1R(C, ωR) =
0, where C is as in part (b). Hence the s.e.s. is exact.

For part (c), let x be a maximal R-sequence. Then x is a regular sequence on any MCM.
Let ϕ : M → M †† be the evaluation homomorphism. Since M †† is an MCM, it suffices to show
ϕ⊗R/(x) is an isomorphism by Lemma 9.9. Now, by Propositions 9.7 and 9.8,

M †† ⊗R R/(x) ∼= HomR/(x)(HomR/(x)(M/xM,ωR/xωR), ωR/xωR).

Note that as x is a maximalR-sequence, ωR/xωR
∼= ωR/(x)

∼= ER/(x)(k). Let (−)v := HomR/(x)(−, ER/(x)(k)).
Then we have a commutative diagram

M ⊗R R/(x) M †† ⊗R R/(x)

M/xM HomR/(x)(HomR/(x)(M/xM,ωR/xωR), ωR/xωR)

M/xM (M/xM)v v

ϕ⊗R/(x)

∼= ∼=

id ∼=
∼=

Here, the bottom arrow is the evaluation homomorphism with ER/(x)(k), which is an isomor-
phism by Matlis duality. Thus, ϕ⊗R/(x) is an isomorphism, and hence so is ϕ.

Corollary 9.21. Let (R,m, k) be a CM local ring which possesses a canonical modules ωR. For
any f.g. MCM R-module M let r(M) denote the CM type of M and µ(M) the minimal number
of generators of M . Let (−)† denote HomR(−, ωR). Then

1. r(M) = µ(M †).

2. µ(M) = r(M †).

In particular, the type of R is equal to the minimal number of generators of ωR.

Proof. We’ll prove (b) first. Let x be a maximal regular sequence on R. Then

r(M †) = dimk Ext
d
R(k,HomR(M,ωR))

= dimk HomR/(x)(k,HomR/(x)(M/xM,ωR/xωR))

= dimk HomR/(x)(k ⊗R/(x) M,ER/(x)(k))

= dimk HomR/(x)(k
µ(M), ER/(x)(k))

= dimk k
µ(M)

= µ(M).

For (a), note that r(M) = r(M ††) = µ(M †) by part (b) applied to M † in place of M .



Discussion 9.22. The duality induced by the canonical module is best appreciated on the level
of complexes. To state the duality in that context, we first need to define the Hom complex of
two complexes M and N . The (homological) degree n component of HomR(M,N) is given by

HomR(M,N)n :=
∏
p∈Z

HomR(Mp, Np+n).

An element α ∈ HomR(M,N)n is called a homomorphism of degree n, and we write |α| = n.
The differential ∂H on HomR(M,N)n is defined as follows: For α ∈ HomR(M,N)n,

∂H(α) = ∂Nα− (−1)|α|α∂M .

One can easily check that ∂H ◦ ∂H = 0. Note that α is a chain map from M to N if |α| = 0
and ∂H(α) = 0. Thus, the cycles of degree 0 in HomR(M,N) are the chain maps of M to N .
Also, if |α| = 0, then α is null-homotopic if and only if there exists s ∈ HomR(M,N)1 such that
∂H(s) = α, i.e., α is a degree 0 boundary. Hence, H0(HomR(M,N)) is the homotopy equivalence
classes of chain maps from M to N .

An R-complex M is called finite and (homologically) bounded if Hi(M) is finitely generated
for all i and Hi(M) = 0 for all but finitely many i. (That is, the nonzero homology of M is
finitely generated and concentrated in a finite interval.)

Theorem 9.23. Let (R,m, k) be a CM local ring which possesses a canonical module ωR. Let
D be a minimal injective resolution for ωR. Then the evaluation chain map

M → HomR(HomR(M,D), D)

induces an isomorphism on homology for all finite bounded complexes M .

Proof. See Hartshorne, Residues and Duality.

Thus we see that the duality holds much more generally than just for MCMs. In fact,
one doesn’t even need R to be CM. Suppose R = S/I (not necessarily CM) where S is a
Gorenstein local ring with dimS = dimR. Let DS be a minimal injective resolution for S and
let DR := HomS(R,DS). Then the above theorem holds with DR in place of D (without the
CM hypothesis).

10 The Frobenius functor

Throughout this section, when we say a ring R has characteristic p, we always mean p is a
(positive) prime integer. Recall that in such rings, (a+ b)p = ap + bp for all a, b ∈ R.

Definition 10.1. Let R be a ring of characteristic p. The ring homomorphism f : R→ R given
by f(r) = rp for all r ∈ R is called the Frobenius endomorphism (or simply, the Frobenius map)
on R.

Notation: For e ⩾ 1, f e : R→ R be the map f composed with itself e times. Hence, f e(r) = rp
e

for all r ∈ R. For an ideal I and e ⩾ 1, we let I [p
e] denote the ideal generated by {ipe | i ∈ I},

i.e., the ideal generated by f e(I) in R. For ease of notation and to avoid overuse of double
superscripts, we will often denote a power of p by q. Thus, in the context of Frobenius map, q



will denote pe for some e. For example, instead of writing rp
e ∈ I [pe] for all e, we will often write

rq ∈ I [q] for all q.
Tensoring along a ring homomorphism: Let ϕ : R → S be a ring homomorphism (of
any characteristic). For an R-module M and an S-module N , we let M ⊗ϕ N denote the S-
module M ⊗R N , where N is viewed as an R-module via ϕ. So (rm) ⊗ n = m ⊗ ϕ(r)n for all
r ∈ R,m ∈ M,n ∈ N . And just as we consider M ⊗R N as an S-module through N , we view
M ⊗ϕ N as an S-module through N as well. So for s ∈ S we have s(m ⊗ n) = m ⊗ (sn). Of
course, this is how we normally interpret M ⊗R N in the situation where S is an R-algebra.
However, this new notation becomes advantageous when we have multiple actions of R on S.
For example, when S = R, ϕ could be the identity map, the Frobenius map, or some other
endomorphism of R.

For an R-module homomorphism g : L→M , the map g⊗ 1N : L⊗ϕN →M ⊗ϕN given by
(g⊗ 1N)(ℓ⊗ n) = g(ℓ)⊗ n) is a homomorphism of S-modules. In this way for a fixed S-module
N , (−)⊗ϕN is a covariant functor from the category of R-modules to the category of S-modules.

The Frobenius functor: Now let R be a ring of characteristic p and f : R → R be the
Frobenius map. The functor FR(−) := (−) ⊗f R is a covariant functor from the category of
R-modules to itself and is called the Frobenius functor on R. For e ⩾ 1, Fe

R(−) = (−)⊗fe R is
the eth iteration of the Frobenius functor. Note that as Fe

R is defined as a tensor product, it is
additive and right exact.

The Frobenius functor can be thought of this way: Let f : R → S be the Frobenius map,
where S = R. The Frobenius functor is simply base change with S (where S is viewed as an
R-algebra via f), followed by the forgetful functor where we ignore the R-action on S and recall
that S = R as rings (i.e., identifying the category of S-modules with the category of R-modules).

Lemma 10.2. Let R be a ring of characteristic p and F e
R the eth iteration of the Frobenius

functor. Then

(a) For any free R-module G, Fe
R(G)

∼= G for all e ⩾ 1.

(b) Let ϕ : Rm → Rn be given by multiplication by the matrix A = (aij). Then Fe
R(ϕ) : R

m → Rn

is given by multiplication by A[q] := (aqij), where q = pe.

(c) For an ideal I of R, Fe
R(R/I)

∼= R/I [q].

Proof. It suffices to prove each part in the case e = 1. For (a), let f : R→ S, where S = R. Let
G = ⊕αR. Then FR(G) = G⊗RS ∼= (⊕αR)⊗RS ∼= ⊕αS. Since S = R, we see that FR(G) ∼= G.
For part (b), FR(ϕ) : S

m → Sn is given by multiplication by the matrix (aij)S = (apij). Again

recalling S = R, we obtain that FR(ϕ) is multiplication by A[p]. For part (c), this is just a
property of change of rings: FR(R/I) = R/I ⊗R S ∼= S/IS. Note that IS = I [p] as an ideal in
S. Identifying S with R, we obtain the desired result.

We next want to show that applying Fe
R to a finite free resolution of a finitely generated

R-module M yields a finite free resolution of Fe
R(M). This is a powerful result with many

important consequences. To prove this, we first need a celebrated lemma from the thesis of
Peskine and Szpiro:

Proposition 10.3. [Peskine-Szpiro, Lemma d’acyclicitè, 1972] Let (R,m) be a local ring and
T• a finite complex of finitely generated R-modules:

0→ Ts
fs−→ Ts−1 → · · ·

f1−→ T0 → 0.



Suppose

(i) depthTi ⩾ i for all i;

(ii) For i ⩾ 1, we have Hi(T ) = 0 or depthHi(T ) = 0.

Then Hi(T ) = 0 for all i ⩾ 1.

Proof. For each 1 ⩽ i ⩽ s, let Ci = coker fi+1
∼= Ti/ im fi+1. Let 1 ⩽ r ⩽ s. We’ll prove by

descending induction on i that depthCi ⩾ i and Hi(T ) = 0.

Base case: Suppose i = s. As fs+1 = 0, Cs = Ts. Hence, depthCs = depthTs ⩾ s by assumption
(i). Also, Hs(T ) = ker fs ⊆ Ts. Since depthTs ⩾ s ⩾ 1, any regular element on Ts is regular
on Hs(T ). Thus, depthHs(T ) ⩾ 1. But by (ii), depthHs(T ) = 0 or Hs(T ) = 0. Therefore,
Hs(T ) = 0.

Inductive step: Suppose 1 ⩽ i < s and depthCi+1 ⩾ i + 1 and Hi+1(T ) = 0. Note that as
Hi+1(T ) = 0, im fi+2 = ker fi+1. Thus,

Ci+1 = Ti+1/ im fi+2 = Ti+1/ ker fi+1
∼= im fi+1 ⊆ Ti.

Hence, we have an exact sequence

0→ Ci+1 → Ti → Ci → 0,

where the first (nonzero) map is the composition Ci+1
∼= im fi+1 ↪→ Ti. Applying HomR(R/m,−),

we obtain the long exact sequence

· · · → ExtjR(R/m, Ti)→ ExtjR(R/m,Ci)→ Extj+1
R (R/m,Ci+1)→ · · · .

Since depthTi ⩾ i and depthCi+1 ⩾ i+1, we have ExtjR(R/m, Ti) = Extj+1
R (R/m,Ci+1) = 0 for

all j ⩽ i− 1. Hence, ExtjR(R/m,Ci) = 0 for all j ⩽ i− 1, which implies depthCi ⩾ i. Now let
Ki = ker fi. Recalling that Ci+1

∼= im fi+1, we have a short exact sequence

0→ Ci+1 → Ki → Hi(T )→ 0.

Since Ki ⊆ Ti and depthTi ⩾ i ⩾ 1, we see that depthKi ⩾ 1. (Any element regular on Ti is
regular on Ki.) Thus, HomR(R/m,Ki) = 0. Hence, we have an exact sequence

0→ HomR(R/m,Hi(T ))→ Ext1R(R/m,Ci+1)→ Ext1R(R/m,Ki)→ · · · .

Suppose Hi(T ) ̸= 0. Then, by assumption (ii), depthHi(T ) = 0. Thus, HomR(R/m,Hi(T )) ̸= 0.
From the last exact sequence, we obtain that Ext1R(R/m,Ci+1) ̸= 0. This implies depthCi+1 = 1,
contradicting that depthCi+1 ⩾ i+ 1 ⩾ 2. Thus, we must have Hi(T ) = 0.

Corollary 10.4. Let (R,m) be a local ring of depth r and suppose F• is a complex of free
R-modules of finite rank

0→ Fs → Fs−1 → · · · → F1 → F0 → 0

such that for all i ⩾ 1, Hi(F ) has finite length. If s ⩽ r then Hi(F ) = 0 for all i ⩾ 1.



Proof. Note that for any (nonzero) free R-module G, depthG = depthR = r. Hence, as
r ⩾ s, depthFi ⩾ i for all 1 ⩽ i ⩽ s. Also, as Hi(F ) has finite length for all i ⩾ 1, we
have depthHi(F ) = 0 or Hi(F ) = 0 for all i ⩾ 1. The conclusion now follows from Lemma
d’acyclicitè.

Theorem 10.5. Let (R,m) be a local ring of characteristic p and f : R→ S the Frobenius map.
Suppose M is a finitely generated R-module of finite projective dimension and G• a minimal free
resolution of M . Then

(a) TorRi (M,S) = 0 for all i > 0.

(b) FR(G•) is a minimal free resolution of FR(M).

(c) pdR FR(M) = pdRM .

(d) AssR FR(M) = AssRM .

Proof. Suppose by way of contradiction that TorRi (M,S) ̸= 0 for some i ⩾ 1. Note that
TorRi (M,S) = 0 for i > pdRM and let

N =

pdR M⊕
i=1

TorRi (M,S).

Observe that N is a nonzero finitely generated S-module. Let p ∈ MinS N . Then Np ̸= 0 and
dimNp = 0. Hence, Np has finite length (as an Sp-module). Note that f ⊗R Rp : Rp → Sp

is the Frobenius map for Rp and that Tor
Rp

i (Mp, Sp) ∼= TorRi (M,S)p has finite length for all
i ⩾ 1. As pdRp

Mp < ∞ we can reset notation and assume TorRi (M,S) has finite length for
all i ⩾ 1 and is nonzero for at least one such i. Let T be a minimal free R-resolution of M .
Then F = T ⊗R S is a complex of finitely generated free S-modules, Hi(F ) = TorRi (M,S) has
finite length for all i ⩾ 1, and Hi(F ) ̸= 0 for some i ⩾ 1. Furthermore, the length of the F is
pdRM ⩽ depthR = depthS. By Corollary 10.4, Hi(F ) = 0 for all i ⩾ 1, a contradiction. This
proves (a).

By part (a), we have Hi(FR(G)) = Hi(G⊗R S) = TorRi (M,S) = 0 for all i ⩾ 1. Also, FR(G)
consists of finitely generated free R-modules in each degree. Thus, FR(G) is a free R-resolution
of H0(FR(G)) = FR(M). To see that it is minimal, note that since G is minimal,

(∂i ⊗ S)(Gi ⊗R S) ⊆ mGi−1 ⊗R S = m[p](Gi−1 ⊗R S)

for all i. Hence, FR(∂i)(FR(G)i) ⊆ m[p] FR(G)i−1 for all i. This proves (b).
Part (c) follows immediately from (b). For (d), note that for any finitely generated R-

module N of finite projective dimension, m ∈ AssRN if and only if pdRN = depthR. Thus,
for p ∈ SpecR

p ∈ AssRM ⇐⇒ pRp ∈ AssRp Mp

⇐⇒ pdRp
Mp = depthRp

⇐⇒ pdRp
FRp(Mp) = depthRp

⇐⇒ pdRp
FR(M)p = depthRp

⇐⇒ pRp ∈ AssRp FR(M)p

⇐⇒ p ∈ AssR FR(M)



Corollary 10.6. Let R be a regular ring of characteristic p. Then Fe
R is an exact functor for

all e. Equivalently, f e : R→ R is flat ring homomorphism for all e.

Proof. It suffices to prove the case e = 1. Let f : R → S be the Frobenius map. We wish to
show S is a flat R-module. To show S is flat, TorR1 (M,S) = 0 for all R-modules M . In fact,
one just needs to show this for finitely generated R-modules M . (This is left as an exercise.) It
suffices to show TorR1 (M,S)p = 0 for all prime ideals p. Thus, we may assume R is a regular
local ring, in which case M has finite projective dimension. Thus, TorR1 (M,S) = 0 by Theorem
10.5.

Remark 10.7. The converse of the above Corollary is also true in a strong form: If f e is a flat
ring homomorphism for some e ⩾ 1 then R is regular. This was proved by E. Kunz in 1969.
It was greatly generalized in a theorem by Avramov, Hochster, Iyengar and Yao published in
2012.

Lemma 10.8. Let f : R→ S be a flat ring homomorphism.

(a) For any ideal I of R, I ⊗R S ∼= IS.

(b) For any finitely generated R-module M , AnnS(M ⊗R S) = (AnnRM)S.

(c) Let I and J be ideals of R, with J finitely generated. Then (I :R J)S = (IS :S JS).

Proof. Applying −⊗R S to the exact sequence 0→ I → R→ R/I → 0, we have

0→ I ⊗R S
f−→ S

g−→ S/IS → 0

is exact. Thus, I ⊗R S ∼= im f = ker g = IS.

For (b), let M = Rx1 + · · ·+Rxn. Then there is an exact sequence 0→ R/AnnRM
f−→Mn

given by f(1) = (x1, . . . , xn). Tensoring with S and noting that M ⊗R S is generated by
x1 ⊗ 1, · · · , xn ⊗ 1, we obtain the desired result.

For part (c), let M = (J + I)/I. Then M is finitely generated and AnnRM = (I :R J). By
(b), AnnS(M ⊗R S) = (I :R J)S. On the other hand, applying − ⊗R S to the exact sequence
0→ I → I + J → M → 0 and using part (a), we have 0→ IS → (I + J)S → M ⊗R S → 0 is
exact. Thus, M ⊗R S ∼= (IS + JS)/IS. Hence, AnnS M ⊗R S = (IS :S JS). This completes
the proof.

Proposition 10.9. Let (R,m) be a regular local ring of characteristic p and I an ideal of R.
Then

(a) For any x ∈ R, (I [q] :R xq) = (I :R x)
[q] for all q = pe.

(b) AssRR/I
[q] = AssRR/I for all q. In particular, for any prime ideal P of R, P [q] is P -

primary for all q.

Proof. Let q = pe. Since R is regular, the Frobenius map f e : R→ S is flat. Since IS = I [q] for
all ideals I of R, we have by Lemma 10.8 that (I :R x)

[q] = (I :R x)S = (IS :S xS) = (I [q] :R x
q).

This proves (a). For (b), note that F e
R(R/I)

∼= R/I [q] by Lemma 10.2. One now invokes part
(d) of Theorem 10.5.



Definition 10.10. Let R be a ring and I an ideal of R. An element u ∈ R is integral over I if
there exists an equation of the form

un + r1u
n−1 + · · ·+ rn−1u+ rn = 0

for some n and with ri ∈ I i for i = 1, . . . , n. The set of all elements integral over I is called the
integral closure of I and is denoted I.

Notation: For a ring R, let Ro := {c ∈ R | c ̸∈ p for all p ∈ MinRR}.

Remark 10.11. Let R be a ring and I an ideal of R. Then

(a) I is an ideal of R containing I.

(b) I = I.

(c) If R is Noetherian, then u ∈ I if and only if there exists c ∈ Ro such that cun ∈ In for all
n sufficiently large.

Proof. See, for example, Integral Closure of Ideals, Rings, and Modules, by I. Swanson and C.
Huneke.

Definition 10.12. Let R be a Noetherian ring of characteristic p and I an ideal. An element
u ∈ R is in the tight closure of I, written u ∈ I∗, if there exists c ∈ Ro such that cuq ∈ I [q] for q
sufficiently large.

It is easily seen from the definition that I∗ is an ideal of R containing I. And by part (d) of
Remark 10.11, we have I∗ ⊆ I. It is left as an exercise to prove (I∗)∗ = I∗ for any ideal I of R.

One of the most important properties comes from the following remarkable observation:

Theorem 10.13. Let (R,m) be a regular local ring and I an ideal of R. Then I = I∗ for every
ideal I of R.

Proof. Let u ∈ I∗. Suppose u ̸∈ I. Then (I :R u) ⊆ m. Now by definition, there exists c ∈ Ro

such that cuq ∈ I [q] for all q sufficiently large. By Proposition 10.9, for q sufficiently large,
c ∈ (I [q] :R u

q) = (I :R u)
[q] ⊆ m[q] ⊆ mq. By Krull’s intersection theorem, this implies c = 0, a

contradiction.

We give an application to the containment problem for symbolic powers. Recall that for a
prime p in a Noetherian ring R, the nth symbolic power of p, denoted p(n), is defined to be the
p-primary component of pn; equivalently, p(n) = ϕ−1(pnRp) where ϕ : R→ Rp is the localization
map. It is elementary to see that pn ⊆ p(n) for all n and that p(m)p(n) ⊆ p(m+n) for all integers
n and m. In many cases, it is known that there exists an integer k (depending on p) such that
p(kn) ⊆ pn for all n. However, it’s not always easy to find such a k (if it exists), and also answer
the question of whether there exists a single k which works for all primes p. However, there is
a satisfying answer for regular local rings containing a field which says that k may be taken to
be the height of the prime p. This was initially proved in the characteristic zero case by Ein,
Lazersfeld, and Smith in 2000. Hochster and Huneke proved the characteristic p case shortly
afterward:

Theorem 10.14. [Hochster-Huneke, 2002] Let (R,m) be a regular local ring of prime charac-
teristic and let p a prime of height h. Then for all n ⩾ 1, p(hn) ⊆ pn. In particular, if d = dimR
the p(dn) ⊆ pn for all n.



We first need a couple elementary facts:

Lemma 10.15. Let R be a Noetherian ring of characteristic p and I an ideal. Then

(a) For all n and q = pe, (I [q])n = (In)[q].

(b) If I is generated by ℓ elements then Iℓq ⊆ I [q] for all q.

Proof. For (a), suppose I = (a1, . . . , aℓ). Then I [q] is generated by elements of the form aqi .
Hence, (I [q])n is generated by monomials of the form (a1)

qm1 · · · (aℓ)qmℓ where m1+ · · ·+mℓ = n.
On the other hand, In is generated by monomials of the form am1

1 · · · a
mℓ
ℓ such that

∑
imi =

n. Then (In)[q] is generated by the qth powers of these monomials, which gives us the same
generators as for (I [q])n.

For (b), let I = (a1, . . . , aℓ). Note that Iℓq is generated by monomials of the form u =
ar1 · · · arℓ with

∑
i ri = ℓq. But this implies that rj ⩾ q for some j. Hence, u ∈ (aqj) ⊆ I [q].

Proof of Theorem 10.14: We may assume p ̸= (0). Let u ∈ p(hn) for some n. Let q be given,
and write q = an + r where a, r ∈ Z and 0 ⩽ r ⩽ n − 1. Then ua ∈ (p(hn))a ⊆ p(ahn). So
phnua ⊆ p(ahn+hn) ⊆ p(ahn+hr) = p(hq).

Claim: p(hq) ⊆ p[q].
Proof of Claim: Note that AssR(p

(hq)+p[q])/p[q] ⊆ AssRR/p
[q] = {p} by Proposition 10.9(b).

Thus, it suffices to show the Claim holds locally at p. But pRp is generated by h elements (as Rp

is a RLR), so p(hq)Rp = (pRp)
hq ⊆ (pRp)

[q] = (p[q])Rp by Lemma 10.15. This proves the Claim.
Thus, we have phnua ∈ p[q]. Taking nth powers, we have phn

2
una ∈ (p[q])n = (pn)[q] by Lemma

10.15. As q ⩾ na, we have phn
2
uq ∈ (pn)[q]. Now, as R is a domain and p ̸= 0, this implies

u ∈ (pn)∗ = pn by Theorem 10.13.

11 Completions

Let R be a ring and M an R-module. A filtration F = {Mn}n⩾0 of M is a descending chain of
submodules

M =M0 ⊇M1 ⊇M2 ⊇ · · · .

Such a filtration induces an inverse system of R-modules

M/M0
π1←−M/M1

π2←−M/M2 ← · · ·

where πn(m+Mn) = m+Mn−1 for all n. The completion M̂F ofM with respect to F is defined
by

M̂F := lim←−M/Mn.

Recall that from Grifo’s 915 notes (Theorem 1.67) that

lim←−M/Mn = {(mn +Mn) ∈
∏
n⩾0

M/Mn | πn(mn +Mn) = mn−1 +Mn−1, ∀ n}

= {(mn +Mn) ∈
∏
n⩾0

M/Mn | mn −mn−1 ∈Mn−1, ∀ n}.



For each filtration F there is a canonical map ϕF
M :M → M̂F given by ϕF

M(m) = (m+Mn)n⩾0.
If ϕF

M is injective, i.e. ∩nMn = 0, then M is said to be separated with respect to F . If ϕF
M is an

isomorphism, we say that M is complete with respect to F .
The following is an elementary exercise on inverse limits:

Lemma 11.1. Let M be an R-module and F = {Mn} a filtration of M .

(a) If Mn = 0 for some n then ϕF
M :M → M̂F is an isomorphism.

(b) If F ′ = {M ′
n} is a filtration of M which is cofinal with F , i.e., for all n there exists k such

that M ′
n+k ⊆Mn and Mn+k ⊆M ′

n, then M̂
F ∼= M̂F ′

.

Proposition 11.2. Let 0→ A
f−→ B

g−→ C → 0 be an exact sequence of R-modules and F = {Bn}
a filtration of B. Let F ′ = {f−1(Bn)} and F ′′ = {g(Bn)} be the induced filtations of A and C,
respectively. Then

0→ ÂF ′ → B̂F → ĈF ′′ → 0

is exact.

Proof. Let M an R-module and G = {Mn} a filtration of M . Let M̃G :=
∏

nM/Mn and define

dM̃ : M̃G → M̃G by dM̃((mn+Mn)) = ((mn−mn+1)+Mn). One can check that dM̃ is a surjective

R-module homomorphism and ker dM̃ = M̂G. We then have the following commutative diagram

0 ÃF ′
B̃F C̃F ′′

0

0 ÃF ′
B̃F C̃F ′′

0

f̃

dÃ

g̃

dB̃ dC̃

f̃ g̃

where f̃((an + f−1(Bn))) = ((f(an) + Bn)) and g̃((bn + Bn)) = (g(bn) + g(Bn))). It is easily
seen that the rows are exact (one can check this component-wise). The result now follows by
the snake lemma.

Definition 11.3. LetM be an R-module and I an ideal of R. Then F = {InM}n⩾0 is called the

I-adic filtration ofM , and M̂ I := lim←−M/InM is called the I-adic completion ofM . When there

is no possibility of confusion, we’ll denote M̂ I by M̂ . When the canonical map ϕI
M :M → M̂ is

an isomorphism, we say that M is I-adically complete.

Example 11.4. Let R = k[x1, . . . , xd] be a polynomial ring in d variables over a field k and
let m = (x1, . . . , xd). Then the m-adic completion of R is the ring of formal power series
k[[x1, . . . , xd]]. The proof is left as an exercise.

Example 11.5. Let p be a prime integer. Then the (p)-adic completion of Z is the ring of
p-adic integers.

Remark 11.6. Let I be an ideal of R and f : M → N a surjective homomorphism of R-
modules. Then f̂ : M̂ I → N̂ I is surjective. This follows from Proposition 11.2, since the image
of the I-adic filtration of M under f is the I-adic filtration on N . However, I-adic completion
need not be right exact, even over Noetherian rings. (Examples are difficult, though.) Also,
I-adic completion need not preserve injections. Consider the inclusion Z → Q and I = 2Z.
Then Q̂I = lim←−Q/2Q = 0, but ẐI ̸= 0. (One can see this by noting ẐI/2̂Z

I ∼= Z/2Z ̸= 0 using
the Proposition below.)



Proposition 11.7. LetM be an R-module and I and ideal. Let (̂−) denote the I-adic completion
functor.

(a) If N ⊇ IkM for some R-submodule N of M and some k ⩾ 0, then M̂/N ∼= M/N .

(b) M̂/ÎkM ∼= M/IkM for all k ⩾ 0.

(c) M̂ is complete with respect to the filtration {ÎnM}.

Proof. Part (a) follows from part (a) of Lemma 11.1, since Ik(M/N) = 0.

For part (b), for each k ⩾ 0 we have an exact sequence 0 → IkM
f−→ M

g−→ M/IkM → 0.
Let F = {InM} be the I-adic filtration of M . Then F ′ = {f−1(InM)} = {IkM ∩ InM}, is
cofinal with the I-adic filtration of IkM . Therefore, ÎkM

F ′
∼= ÎkM by part (b) of Lemma 11.1.

By part (a), we have M̂/IkM ∼= M/IkM . Thus, by Proposition 11.2, we have

0→ ÎkM → M̂ →M/IkM → 0,

is exact. This proves (b). Part (c) follows from part (b) and the definition of completion.

Remark 11.8. Let R be a ring and F = {In} a filtration on R. Since the projection maps

πn : R/In → R/In−1 are ring homomorphisms, it is easy to see that R̂F = lim←−R/In is a

(commutative) ring and the canonical map ϕF
R : R → R̂F is a ring homomorphism. For any

R-module M and ideal I, it is straightforward to show that M̂ I is an R̂I-module. Thus, I-
adic completion is a (covariant) functor from the category of R-modules to the category of

R̂I-modules.

Proposition 11.9. Let R be a ring and I an ideal. Let (̂−) denote I-adic completion. Then

(a) For any R-module, Îm · M̂ ⊆ ÎmM for all m.

(b) For all nonnegative integers m and n, Îm · În ⊆ Îm+n.

(c) Î is contained in the Jacobson radical of R̂.

Proof. Note thatM/ImM is an R/Im-module. Thus, M̂/ImM ∼= M̂/ÎmM is an R̂/Im ∼= R̂/Îm-

module (where we have used (a) and (b) of Proposition 11.7). Thus, Îm · M̂/ÎmM = 0, and so

Îm · M̂ ⊆ ÎmM . This proves (a). Part (b) follows from (a) by letting M = In.

To prove (c), it suffices to show that 1−x is a unit for every x ∈ Î. So let x ∈ Î. By part (c)

of Proposition 11.7, the canonical map ϕ : R̂→ lim←− R̂/Î
n is an isomorphism. It suffices to prove

ϕ(1− x) = (1− x+ În)n is a unit in lim←− R̂/Î
n. Since x ∈ Î, xj ∈ (Î)j ⊆ Îj for all j by part (b).

Thus, the element u = (1+x+· · ·xn−1+În)n ∈ lim←− R̂/Î
n. Then ϕ(x)u = (1−xn+În)n = (1+În)n,

showing that ϕ(x) is a unit.

We next show that, under the hypothesis that R is Noetherian, I-adic completion is exact
on the category of finitely generated R-modules. To prove this, we need the following important
result:



Theorem 11.10. [The Artin-Rees Lemma] Let R be a Noetherian ring, I an ideal, M a finitely
generated R-module and N a submodule of M . Then there exists an integer k such that

InM ∩N = In−k(IkM ∩N)

for all n ⩾ k.

Proof. Let I = (a1, . . . , ar) and t an indeterminate over R. Consider the subring of S =
R[a1t, . . . , art] of R[t]. Setting deg t = 1 and the degree of R equal to 0, we see that S is
a graded subring of R[t] generated over R by homogenous of elements of degree 1. As R is
Noetherian and S is a finitely generated R-algebra, we have that S is Noetherian. Observe that
the degree n component of S is Intn. Thus,

S = R[It] = R⊕ It⊕ I2t2 ⊕ · · ·

S is called the Rees ring of I. Now consider the module M [t] =M ⊗R R[t]. Then M [t] is a the
graded R[t]-moduleM⊕Mt⊕Mt2⊕· · · . Of course,M [t] is also a graded S-module by restriction
of scalars. Note that N [t] is a graded S-submodule of M [t]. Let A be the S-submodule of M [t]
generated by the elements of M (i.e., the degree zero component of M [t]:

A := R[It]M =M ⊕ IMt⊕ I2Mt2 ⊕ · · · ,

which is called the Rees module of I and M . Since M is a finitely generated R-module, A
is a finitely generated S-module and thus is Noetherian (as an S-module). Now consider the
S-module B = A ∩N [t]. Then

B =M ⊕ (IM ∩N)t⊕ (I2M ∩N)t2 · · · .

Since A is a Noetherian S-module and B is an S-submodule of A, we obtain that B is finitely
generated as an S-module. As B is graded, B can be generated over S by finitely many homo-
geneous elements, say u1t

m1 , . . . , uℓt
mℓ . Without loss of generality, we may assume mi ⩽ mi+1

for all i. Let k = mℓ. We claim that InM ∩N = In−k(IkM ∩N) for all n ⩾ k. It is easy to see
that In−k(IkM ∩ N) ⊆ InM ∩ N . Let u ∈ InM ∩ N where n ⩾ k. Then utn ∈ B. Thus, we
can write utn in terms of the homogeneous generators of B as an S-module. Hence, there exists
sit

n−mi ∈ S for i = 1, . . . , ℓ such that

utn = (s1t
n−m1)(u1t

m1) + · · ·+ (sℓt
n−mℓ)(uℓt

mℓ)

= (s1u1 + · · ·+ sℓuℓ)t
n

Hence, u = s1u1 + · · ·+ sℓuℓ. Now, as sit
n−mi ∈ S, we have si ∈ In−mi for each i. Similarly, as

uit
mi ∈ B, we have ui ∈ ImiM ∩N . Consequently,

u ∈
ℓ∑

i=1

In−mi(ImiM ∩N).

But since Ir(IpM ∩N) ⊆ Ir−1(Ip+1M ∩N) for all integers r and p, we have

In−mi(ImiM ∩N) ⊆ In−mℓ(ImℓM ∩N) = In−k(IkM ∩N).

Therefore, u ∈ In−k(IkM ∩N).



Theorem 11.11. Let R be Noetherian and I an ideal of R. Let (̂−) denote I-adic completion.
Suppose 0→ A→ B → C → 0 is an exact sequence of finitely generated R-modules. Then

0→ Â→ B̂ → Ĉ → 0

is exact.

Proof. By identifying A with its image in B, we may assume A is a submodule of B. The
I-adic filtration of B induces the filtration {InB ∩ A} on A, which is cofinal with the I-adic
filtration of A by the Artin-Rees lemma. Applying Proposition 11.2, we obtain the desired exact
sequence.

Proposition 11.12. Let R be a Noetherian ring, I an ideal of R, and (̂−) the I-adic completion

functor. For any finitely generated R-module, R̂⊗R M ∼= M̂ .

Proof. Let F ∼= Rn be a finitely generated free R-module. Then

F̂ = lim←−F/I
nF ∼=

n⊕
i=1

lim←−R/I
n ∼= (R̂)n ∼= R̂⊗R R

n ∼= R̂⊗R F.

Now let M be a finitely generated R-module and F → G → M → 0 a presentation of M by
finitely generated free R-modules. Then we have a commutative diagram

F̂ Ĝ M̂ 0

R̂⊗R F R̂⊗R G R̂⊗R M 0

∼= ∼=

where the top row is exact by Theorem 11.11. By a diagram chase, there exists a unique
map ψ : M̂ → R̂ ⊗R M which makes the diagram commute. By the Five Lemma, ψ is an
isomorphism.

Lemma 11.13. Let R be a ring and M an R-module. Then M is flat if and only if for every
ideal I of R, the map I ⊗R M → R⊗R M is injective.

Proof. The “only if” direction is clear. Suppose I ⊗R M → R ⊗R M is injective for every

ideal I of R. Let 0 → A
f−→ B be an injective homomorphism of arbitrary R-modules and let

K = ker f⊗1M . We wish to show K = 0. As it suffices to show Km = 0 for every maximal ideal
of R, we may assume R is a quasi-local ring with maximal ideal m. Let E = ER(R/m) and
(−)v = HomR(−, E). Applying (−)v to the exact sequence 0→ K → A⊗R M → B ⊗R M , we
have (B ⊗R M)v → (A ⊗R M)v → Kv → 0 is exact. By adjunction, this sequence is naturally
isomorphic to

HomR(B,M
v)→ HomR(A,M

v)→ Kv → 0.

By assumption, K = 0 when B = R and A = I is an ideal of B. Hence, HomR(R,M
v) →

HomR(I,M
v)→ 0 is exact for all ideals I of R. Equivalently, Ext1R(R/I,M

v) = 0 for all ideals
I. By Baer’s Criterion, this means thatMv is injective. Hence, HomR(B,M

v)→ HomR(A,M
v)

is surjective. Therefore, Kv = 0, which implies K = 0. Hence, M is flat.

Corollary 11.14. Let R be a Noetherian ring, I an ideal, and R̂ the I-adic completion of R.



(a) R̂ is a flat R-module.

(b) R̂ is faithfully flat if and only if I is contained in the Jacobson radical of R.

Proof. Let J be an ideal of R. Then 0 → Ĵ → R̂ is exact by Theorem 11.11. Thus, 0 →
R̂⊗R J → R̂⊗R R by Proposition 11.12. Thus, R̂ is flat by Lemma 11.13.

For part (b), suppose I is contained in the Jacobson radical of R. Let m be a maximal ideal
of R. Then

R̂/mR̂ ∼= R̂⊗R R/m ∼= R̂/m ∼= R/m,

where the last isomorphism is by part (a) of Proposition 11.7. Thus, mR̂ ̸= R̂ for all maximal

ideals m of R. Hence R̂ is faithfully flat over R. (See Exercise 61 of Grifo’s 915 Notes.)
Conversely, suppose I is not contained in some maximal ideal m of R. Then In +m = R for all

n. Hence, R̂/mR̂ ∼= R̂/m ∼= lim←−R/(I
n +m) = 0, so mR̂ = R̂.

Convention: For the rest of this section, we will narrow our focus to the situation where (R,m)

is a local ring and (̂−) denotes the m-adic completion functor. In this context, when we say a
ring or a module is complete, we mean complete with respect to the m-adic filtation.

Lemma 11.15. Let (R,m) be a local ring, J an ideal, and M a finitely generated R-module.

As above, let (̂−) denote m-adic completion. Then JM̂ = ĴM̂ = ĴM .

Proof. Tensoring the exact sequence 0 → J → R → R/J → 0 with R̂ we obtain the exact

sequence 0 → Ĵ → R̂ → R̂/JR̂ → 0. From this, we deduce that JR̂ = Ĵ . Hence, ĴM̂ =

JR̂M̂ = JM̂ . Now applying (−)⊗R̂ M̂ to the second exact sequence above, we obtain

Ĵ ⊗R̂ M̂ → M̂ → M̂/ĴM → 0,

where here we have used that

R̂/Ĵ ⊗R̂ M̂
∼= (R/J ⊗R R̂)⊗R̂ (R̂⊗R M) ∼= R̂⊗R R/J ⊗R M ∼= M̂/ĴM.

From the exact sequence, we conclude that ĴM̂ = ĴM .

Proposition 11.16. Let (R,m) be a Noetherian local ring. Then R̂ has a unique maximal ideal,

namely m̂ = mR̂. Furthermore:

(a) mnR̂ = (m̂)n = m̂n for all n;

(b) R̂/m̂n ∼= R/mn for all n.

(c) m̂n/m̂n+1 ∼= mn/mn+1 for all n.

(d) R̂ is complete with respect to the m̂-adic topology.

Proof. As R̂/m̂ ∼= R̂/m ∼= R/m is a field, we see that m̂ is a maximal ideal of R̂. By part (c) of

Proposition 11.9, m̂ is contained in the Jacobson radical of R̂. Hence, m̂ is the unique maximal
ideal of R̂.

Part (a) follows from Lemma 11.15 and induction (with J = m and M = mn−1).



For part (b), observe that

R̂/m̂n ∼= R̂/m̂n ∼= R̂/mn ∼= R/mn

with the last isomorphism following from part (a) of Proposition 11.7.
For part (c), note that

m̂n/m̂n+1 ∼= m̂n/m̂n+1 ∼= ̂mn/mn+1 ∼= mn/mn+1.

Finally, part (d) follows immediately from Proposition 11.7(c).

Theorem 11.17. Let (R,m) be a local ring. Then R̂ is local.

Proof. As we already have proved R̂ has a unique maximal ideal, it suffices to prove that R̂ is
Noetherian. See Theorem 10.26 of Atiyah-Macdonald.

Proposition 11.18. Let (R,m) be a local ring and M a finitely generated R-module.

(a) If dimM = 0 then M ∼= M̂ .

(b) If R is complete then M̂ ∼= M . In particular, R/I is a complete local ring for any ideal I of
R.

Proof. For part (a), we have mnM = 0 for some n. Hence, M̂ ∼= M by Lemma 11.1(a). For

part (b), as R is complete, R ∼= R̂. Thus, M̂ ∼= R̂⊗R M ∼= R⊗R M ∼= M .

Theorem 11.19. Let (R,m) be a local ring and M a finitely generated R-module. Then

(a) dimM = dim M̂ .

(b) βR
i (M) = βR̂

i (M̂) for all i.

(c) µi(m,M) = µi(m̂, M̂) for all i.

(d) depthRM = depthR̂ M̂ .

(e) idRM = idR̂ M̂ .

(f) pdRM = pdR̂ M̂ .

(g) µR(M) = µR̂(M̂).

Proof. Note that k := R/m ∼= R/m ⊗R R̂ ∼= R̂/m̂. Hence, as R̂ is faithfully flat over R,

λR(N) = λR̂(N⊗R R̂) for any R-module N of finite length. Likewise, if mN = 0, then dimkN =

dimkN ⊗R R̂. Hence for all i we have

dimk Tor
R
i (k,M) = dimk Tor

R
i (k,M)⊗R R̂ = dimk Tor

R̂
i (k, M̂).

Similarly, for all i

dimk Ext
i
R(k,M) = dimk Ext

i
R(k,M)⊗R R̂ = dimk Ext

i
R̂
(k, M̂).



Parts (b)-(f) follow.
Part (g) follows from

µR(M) = dimkM/mM = dimk M̂/mM = dimk M̂/m̂M = dimk M̂/m̂M̂ = µR̂(M̂).

For part (a), one approach is to use that dimM = sup{i | Hi
m(M) ̸= 0}, where Hi

m(M) is

the ith local cohomology module of M with support in m. As R̂ is flat over R and using the
change of rings principle, Hi

m(M) ⊗R R̂ ∼= Hi
m(M̂) ∼= Hi

m̂(M̂) for all i. As tensoring with R̂ is
faithful, we have

dimM = sup{i | Hi
m(M) ̸= 0} = sup{i | Hi

m̂(M̂) ̸= 0} = dim M̂.

Alternatively, one can use the fact that dimM is the degree of the polynomial (called the
Hilbert polynomial of M) which coincides with λR(M/mnM) for n sufficiently large. Since

λR(M/mnM) = λR̂(M̂/m̂nM̂) for all n (see the remarks at the beginning of this proof), M and

M̂ have the same Hilbert polynomial. Thus, dimM = dim M̂ .

Corollary 11.20. Let (R,m) be a Noetherian local ring and M a finitely generated R-module.
Then

(a) M is CM (resp., MCM) if and only if M̂ is CM (resp., MCM).

(b) R is Gorenstein if and only if R̂ is Gorenstein.

(c) R is regular local ring if and only if R̂ is a regular local ring.

(d) edimR = edim R̂.

(e) M is a canonical module for R if and only if M̂ is a canonical module for R̂.

Proof. All of these follow immediately from Theorem 11.19 and the definitions.

We end this section with a statement of the Cohen Structure Theorem for complete local
rings (without proof). A proof can be found in Matsumura’s Commutative ring theory or in
Cohen’s original paper. Recall that every local domain (R,m) falls into one of three categories:

(i) charR = 0 and charR/m = 0.

(ii) charR = p > 0 and charR/m = p.

(iii) charR = 0 and charR/m = p.

An example of a local domain of type (i) or (ii) is any field k of characteristic 0 or p. An
example of type (iii) is Z(p). Local domains of type (i) and (ii) are called equicharacteristic local
domains, while those of type (iii) are called mixed characteristic. It is easily proved that a local
domain is equicharacteristic if and only if it contains a field.

Theorem 11.21. (Cohen Structure Theorem) Let R be a complete local ring. Then

(a) R ∼= S/J for some complete regular local ring S and ideal J .



(b) Let (S, n) be a complete regular local ring of dimension d. Then:

(i) If S contains a field then S is isomorphic to a formal power series ring in d variables
over a field.

(ii) If charS = 0 and charS/n = p > 0 and p ̸∈ n2, then S is isomorphic to a formal
power series ring in d − 1 variables over a complete DVR V and where the maximal
ideal of V is generated by p.

(iii) If charS = 0 and charS/n = p > 0 and p ∈ n2, then S is isomorphic to a quotient of a
formal power series ring in d variables over a complete DVR by a nonzero polynomial.

Remark 11.22. Complete regular local rings of types (i) and (ii) above are called unramified.
Those of type (iii) are called ramified.

Corollary 11.23. Let (R,m) be a complete local ring. Then R is catenary.

Proof. Recall that CM local rings are catenary (Corollary 5.20 and that regular local rings are
CM. As quotients of catenary rings are catenary, we have that any complete local ring is catenary
from part (a) of the Cohen Structure Theorem.

Corollary 11.24. A complete CM local ring possesses a canonical module.

Proof. We’ve proved that CM local rings which are the quotient of a Gorenstein ring possess
canonical modules (Theorem 9.16). As regular local rings are Gorenstein, the result follows from
part (a) of the Cohen Structure Theorem.

Example 11.25. Let R = C[x, y]/(y2 − x2(x + 1)) and m = (x, y)R. It is easily seen that

y2−x2(x+1) is irreducible in C[x, y], and so R is a domain. Let R̂ be the m-adic completion of

R. Then R̂ ∼= C[[x, y]]/(y2 − x2(x + 1)). Using the binomial series, one obtains that
√
x+ 1 ∈

C[[x]] ⊂ C[[x, y]]. Thus y2 − x2(x + 1) = (y − x
√
x+ 1)(y + x

√
x+ 1) in C[[x, y]]. Hence, R̂ is

not a domain.

Remark 11.26. In fact, there are examples of local domains R such that R̂ is not even reduced.
Examples of this behavior can be found in Nagata’s Local Rings and in a paper by Ferrand and
Raynaud.



12 Exercises

Math 906

Homework # 1

1. Let (R,m) be a local PID which is not a field. (Such rings are called discrete valuation
rings or DVRs for short.) Prove that ER(R/m) ∼= Q/R, where Q is the field of fractions of
R. (Hint: Let m = (x). First show that Q = Rx. Then show that R/m can be naturally
embedded in Q/R.)

2. Let R be a ring, I an ideal of R, andM an R/I-module. Prove that HomR(R/I,ER(M)) ∼=
ER/I(M).

3. Let R be a local ring which has a non-zero finitely generated injective module E. Prove
that R is Artinian (equivalently, dimR = 0). (Hint: First, one can assume that E is
indecomposable. Using the previous exercise, one can reduce (with some work) to the case
that R is a domain and E = ER(R/m).)

4. Let (R,m) be a local ring and suppose R is injective. Prove that R ∼= ER(R/m).

5. Let R = k[x, y](x,y) where k[x, y] is a polynomial ring over a field k. Let Q = k(x, y) be
the field of fractions of R. Prove that Q/R is divisible but not injective. (Hint: Show
that there exists an R-module M such that Ext2R(M,R) ̸= 0. For instance, you can let
M = R/(x, y) and use the Koszul complex on x and y; alternatively, one can letM = R/I
as in Example 5.26 of Grifo’s 915 notes and use the resolution there.)

6. Let R be a Noetherian ring and M an R-module. Prove that the following are equivalent:

(a) M is injective;

(b) Mp is injective for all prime ideals p;

(c) Mm is injective for all maximal ideals m.

7. Let R be a Noetherian domain (but not a field) which is locally a DVR at every nonzero
prime ideal. (Such rings are called Dedekind domains.) Prove that every divisible R-
module is injective.

8. Give an example of a Noetherian ring R and a nonzero injective module I such that
AnnR I ̸= 0.

9. Show that AnnRER(R/m) = 0. (Hint: You may use that for any nonzero R-module M ,
HomR(M,ER(R/m)) ̸= 0 – something we’ll eventually show in class.)



Math 906

Homework # 2

Note: All rings are assumed to be commutative with identity. Local rings are assumed to be
Noetherian.

1. Let k be a field and R = k[x](x). Prove µ1(m,R) = 1 where m = (x)R.

2. Let M be a finitely generated R-module and I an ideal such that IM = M . Prove that
there exists s ∈ I such that (1 − s)M = 0. (Hint: There are at least two approaches:
one uses the determinant trick (see Grifo’s 905 notes, Lemma 1.34) and the other uses
localization together with Nakayama’s lemma to show I +AnnRM = R.)

3. Let (R,m) be a local ring such that pdRR/m <∞. Prove that idRM <∞ for all finitely
generated R-modules M .

4. Let k be a field and R = k[x, y, z]. Prove that x, y − xy, z − zx in an R-sequence but
y − xy, z − zx, x is not an R-sequence.

5. Let (R,m) be a local PID which is not field and let m = (x). Consider the ring S = R[y],
where y is a variable. Prove that {x, y} and {1− xy} are both maximal S-sequences.

6. Let (R,m) be a local ring and M a finitely generated R-module. Suppose x ∈ m is a
regular element on M . Prove that idRM = idRM/xM .

7. Let ϕ : R→ S be a faithfully flat ring homomorphism,M an R-module, and x = x1, . . . , xn
an M -sequence. Prove that ϕ(x) is a M ⊗R S-sequence.

8. Let R be a Noetherian ring and p ∈ SpecR. Prove that ht p ⩾ grade p. (Hint: You
may use the following consequence of Krull’s Principal Ideal Theorem: for any x ∈ p,
ht(p/(x)) ⩾ ht(p) − 1 with equality if x is not contained in any minimal prime of R; cf.
Theorem 8.17 of Grifo’s 905 notes.)



Math 906

Homework # 3

Note: All rings are assumed to be commutative with identity. Local rings are assumed to be
Noetherian.

1. Let R be a Noetherian ring, x = x1, . . . , xn ∈ J(R), andM a finitely generated R-module.
Suppose Hi(x;M) = 0 for some i ⩾ 1. Prove that Hj(x;M) = 0 for all j ⩾ i.

2. Let R be a Noetherian ring, x = x1, . . . , xn ∈ J(R), and M a (nonzero) finitely generated
R-module. Let I = (x). Prove that

grade(I,M) = n− sup{i | Hi(x;M) ̸= 0}.

(Hint: Use induction on grade(I,M). Corollary 4.15 and Proposition 4.16 are useful here.)

3. Let (R,m) be a Cohen-Macaulay local ring and I = (x1, . . . , xn) ⊆ m. Suppose ht(I) = n.
Prove that x1, . . . , xn is a regular sequence.

4. Let (R,m) be a local ring of dimension d and I an ideal of R. Prove that there exists
x1, . . . , xd ∈ I such that

√
I =

√
(x1, . . . , xd). (Hint: By induction, show that for 1 ⩽ i ⩽ d

there exists x1, . . . , xi ∈ I such that for all primes p of height at most i−1, if p ⊇ (x1, . . . , xi)
then p ⊇ I.)

5. Let (R,m) be a local UFD. Suppose f, g ∈ m. Prove that {f, g} is an R-sequence if and
only if gcd(f, g) = 1.

6. Decide whether the following rings are CM (assume that k is a field and that all the rings
below are localized at the “obvious” maximal ideal):

(a) k[x, y, z]/(x3 − yz, z3)
(b) k[x, y, z]/(xz, yz)

(c) k[x, y, z, w]/(x, y) ∩ (z, w)

7. Give an example of an ideal I in a Noetherian ring R and prime ideal p such that
grade(Ip, Rp) > grade(I, R).

8. Let R be a Noetherian ring, x ∈ R, and M a finitely generated R-module. Let I =
AnnRM/xM . Prove that the set {p ∈ SpecR | x is an Mp-sequence} is an open subset of
V(I). (Hint: the Koszul complex may be helpful here.)



Math 906

Homework # 4

Note: All rings are assumed to be commutative with identity. Local rings are assumed to be
Noetherian.

1. Prove that if R is a Gorenstein ring so is R[x1, . . . , xn].

2. Prove that if R is a regular ring so is R[x1, . . . , xn].

3. Let R be a Noetherian regular ring of infinite dimension. (Nagata has shown such rings
exist.) Let M be a finitely generated R-module. Prove that pdRM < ∞. (Hint: Let M
be a finitely generated R-module. For each n ⩾ 0, show that the set of all primes such
that pdRp

Mp ⩽ n is an open subset of SpecR. This gives us an increasing chain of open
sets whose union is SpecR as R is regular. Now use that SpecR is Noetherian.)

4. Let R be a Noetherian regular ring of infinite dimension. Show that there exists an R-
module M such that pdRM =∞.

5. Let R be a Noetherian ring andM an R-module. Prove that fdRM ⩽ pdRM with equality
if M is finitely generated. (Here, fdRM denotes the flat dimension of M , i.e., the length
of the shortest resolution of M by flat modules.)

6. Let R be a Noetherian ring. Prove that gl-dimR ⩽ n if and only if fdRM ⩽ n for all
R-modules M .

7. Let (R,m) be a zero-dimensional local ring. Prove that R is Gorenstein if and only if
(0 :R (0 :R I)) = I for all ideals I of R.

8. Let (R.m) be a local ring. An ideal I is called perfect if pdRR/I = grade I.

(a) Let I be an ideal. Prove that grade I ⩽ pdRR/I. (Theorem 3.16 is helpful here.)

(b) Assume R is CM and pdRR/I < ∞. Prove that I is perfect if and only if R/I is
CM.



Math 906

Homework # 5

Note: All rings are assumed to be commutative with identity. Local rings are assumed to be
Noetherian.

1. Decide whether the following ring is normal: C[x, y, z]/(x5 + y5 + z5). Is x5 + y5 + z5

irreducible in C[x, y, z]? Why or why not?

2. Let R be an Artinian ring and let p1, . . . , ps be its prime ideals. Prove that R ∼= Rp1 ×
· · · ×Rps . (Hint: Use CRT.)

3. Let D be a Dedekind domain. Prove that every ideal of D can be generated by two
elements. (Hint: For any nonzero a ∈ I, R/(a) is an Artinian ring.)

4. Prove that a Noetherian ring R satisfies Sn if and only if Rp is CM for all primes p such
that depthRp < n.

5. Prove that a regular ring is isomorphic to a finite product of regular domains. (Hint: See
Theorem 8.7.)

6. Let S = R[x, y]/(x2 + y2 − 1) (the coordinate ring for the real circle). Define f : S → S2

by f(s) = (sx, sy). Let P = coker f . Prove that P is free.

7. Let (R,m) ⊆ (S, n) be local rings. Suppose R is an RLR and S is finitely generated as
an R-module. Prove that S is CM if and only if S is a free R-module. (Hint: Use the
hypothesis to show that depthR S = depthS S. Then apply the Auslander-Buchsbaum
formula.)

8. Let R be a Noetherian ring such that every finitely generated R-module has an FFR.
Prove that R is a UFD. (Hint: Use Problem #5, Propositions 8.17 and 8.24, and Theorem
8.28.)



Math 906

Homework # 6

Note: All rings are assumed to be commutative with identity. Local rings are assumed to be
Noetherian.

1. Let R be a d-dimensional CM local ring with canonical module ωR. Suppose M is a an
R-module of finite length. Prove that λR(M) = λR(Ext

d
R(M,ωR)).

2. Let R be a CM local ring with canonical module ωR. Prove that the following are equiv-
alent:

(a) R is Gorenstein.

(b) For every finitely generated R-module M there exists a surjection ωn
R →M for some

n.

3. Let (R,m, k) be a CM local ring with canonical module ωR. Suppose M is a finitely
generated MCM which has finite injective dimension. Prove that M ∼= ωn

R for some n.
(Hint: Let n = r(M) = µR(M

†) by Corollary 9.21. Then there exists an exact sequence

0 → K → Rn → M † → 0. This gives a s.e.s. 0 → M
ϕ−→ ωn

R → K† → 0. Let x be a
maximal R-sequence. Show that ϕ⊗R R/(x) is an isomorphism.)

4. Let (R,m, k) be a Gorenstein local ring and M a finitely generated R-module. Prove that
pdRM < ∞ if and only if idRM < ∞. (Hint: For the backward direction, induct on
dimR − depthM . Use the previous problem for the base case. If M is not MCM, let
0→ K → Rn →M → 0 be exact. Show that depthK = depthM + 1.)

5. Let ϕ : (R,m, k) → (S, n, ℓ) be a faithfully flat homomorphism of CM local rings. (In
particular, this implies mS ⊆ n.) Let C be a finitely generated R-module such that
C ⊗R S is a canonical module for S. Prove that C is a canonical module for R. (Hint:
Start by localizing at a prime minimal over mS to reduce to the situation that mS is
n-primary. Then S/mS is a finite length S-module. Lemma 2.22 is useful.)

6. Let (S, n, k) be a regular local ring and I an ideal such that R := S/I is CM. Prove that
HomR(ωR, R) ∼= TorSt (R,R) where t = pdS R. (Hint: Use Corollary 9.17.)
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